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1. INTRODUCTION
1.1 CONTEXTE DES REALISATIONS

Le présent dossier s’inscrit dans le cadre du BTS SIO option SISR et a pour objectif de présenter
la mise en place d’une infrastructure réseau compléte pour une PME fictive. Les travaux ont été
réalisés au sein du centre de formation IFC Marseille, a aide des ressources matérielles et
logicielles disponibles sur place ainsi que d’outils accessibles en ligne, détaillés dans la section
1.2

L'entreprise fictive, DIGITEX, est une petite société spécialisée dans la distribution en ligne de
solutions numériques. Elle regroupe une dizaine de collaborateurs et vient récemment
d’emménager dans de nouveaux locaux. Afin d’assurer le bon fonctionnement de son activité, la
direction a souhaité mettre en place un Systéme d’Information (Sl) adapté a ses besoins
organisationnels (répartition des services, outils collaboratifs, messagerie, gestion des
utilisateurs, etc.) tout en garantissant un haut niveau de fiabilité et de sécurité.

Dans ce contexte, ma mission consiste a concevoir, déployer et maintenir Uinfrastructure réseau
de Uentreprise. Ce dossier présente les différentes étapes de la mise en place de cette solution,
organisées autour de deux réalisations principales.



1.2 RESSOURCES MATERIELLES ET LOGICIELLES

Pour la réalisation de ce projet, j’ai utilisé les équipements mis a disposition par le centre de
formation IFC Marseille, ainsi que plusieurs solutions logicielles étudiées au cours de la
formation. Ces ressources ont permis de concevoir, tester et administrer Uinfrastructure réseau
présentée dans ce dossier.

Ressources matérielles :

e Un poste fixe (clavier + souris USB) utilisé comme machine d’administration de
Uinfrastructure ;

¢ Un ordinateur portable servant de poste client afin de simuler Uactivité des utilisateurs du
Sl;

e Un PC équipé d’un disque dur de grande capacité (1 To) dédié a un serveur Proxmox VE,
utilisé pour héberger et gérer les serveurs virtualisés ;

e Un espace de stockage supplémentaire pour la sauvegarde des machines virtuelles via
Proxmox Backup Server ;

e Un PC attribué a un serveur pfSense (routeur/pare-feu), doté de trois cartes réseau (3
ports Ethernet) ;

e Un PC configuré en serveur Hyper-V, destiné a héberger des services accessibles depuis
I’extérieur (ex. serveur web) ;

e Trois écrans VGA/HDMI ;

e Une prise Ethernet murale connectée au réseau WAN de lUétablissement, simulant
l’acces Internet de U’entreprise ;

e Des cables Ethernet RJ45 en nombre suffisant ;
e Uncommutateur Netgear GS308Ev4 (8 ports, compatible VLAN 802.1Q) ;
e Deux multiprises;

e Des clés USB (= 30 Go) pour Uinstallation des systemes d’exploitation sur les machines
physiques.



Ressources logicielles :

Un serveur NAS commun aux étudiants du BTS SIO, contenant cours, procédures,
logiciels et ressources pédagogiques ;

Outil Netgear Switch Discovery Tool (v1.2.103);

Interface web d’administration du switch Netgear GS308Ev4;

Balena Etcher (v1.18.11) pour la création de supports bootables ;

Solution routeur/pare-feu pfSense (v2.8.1) avec son interface d’administration web ;
Module de détection/prévention d’intrusions Snort IDS intégré a pfSense ;

Environnement de virtualisation Proxmox VE (v9.0.1) et son interface web
d’administration

Serveur de sauvegarde Proxmox Backup Server (v4.0) ;

Windows Server 2025 et ses roles Active Directory / LDAPS ;

Solution de messagerie Microsoft Exchange 2019 (CU15) ;

Distributions Linux Debian 13/12 et Ubuntu 24.04.03 LTS ;

SGBD MariaDB et MySQL ;

Solution de supervision réseau Zabbix (7.4 LTS) et agent Zabbix (7.0.x) ;

Proxy Artica 4.50 (ISO communautaire basé sur Debian 10) et son interface web ;
Interface d’administration UniFi et portail captif intégré ;

Solution de gestion de parc informatique GLPI (v11.0) ;

Client VPN OpenVPN (v2.6.7) ;

RDP (Remote Desktop) pour 'administration des serveurs AD et Hyper-V;
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1.3. SCHEMA LOGIQUE DE LINFRASTRUCTURE ENVISAGEE

Architecture réseau - Infra S4P2
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2. PREMIERE REALISATION — FICHE REA 1

BTS SERVICES INFORMATIQUES AUX ORGANISATIONS SESSION 2026
ANNEXE 9-1-A : Fiche descriptive de réalisation professionnelle (recto)

Epreuve E5 - Administration des systémes et des réseaux (option SISR)

DESCRIPTION D’UNE REALISATION PROFESSIONNELLE N° réalisation : 1

Nom, prénom : IRATNI Hocine N° candidat : 02049749590

Epreuve ponctuelle X Contréle en cours de formation [l |pate:06/06/2026

Organisation support de la réalisation professionnelle : Organisation fictive « DIGITEX » - Plot « S4P2 »
IFC Marseille

Intitulé de la réalisation professionnelle : Conception et mises en place d’une infrastructure réseau -
Structure et configuration physique et logique des équipements réseaux et périphérique pour répondre aux
criteres de sécurité et organisationnelle de DIGITEX

Période de réalisation : 10/2024 - 05/2026 Lieu : Centre de Formation IFC MARSEILLE, Plot S4P2
Modalité : X seul(e) [ ] En équipe

Compétences travaillées
X] Concevoir une solution d’infrastructure réseau

X Installer, tester et déployer une solution d’infrastructure réseau

X Exploiter, dépanner et superviser une solution d’infrastructure réseau




Conditions de réalisation® (ressources fournies, résultats attendus)

Ressources fournies :

e Un PC avec clavier et souris USB, utilisé comme base pour construire et configurer l'infrastructure,
et pour I'administration de celle-ci ;

o Un PC portable utilisé comme PC Client pour simuler des utilisateurs du Sl (Systéme d'Information)
de I'organisation ;

e Un PC avec un disque dur attribué a un serveur PROXMOX VE (environnement de virtualisation
utilisé pour héberger et administrer des serveurs virtualisés) ;

e Un espace disque de stockage dédié aux serveurs virtuels PROXMOX sur un serveur de
sauvegarde PROXMOX BACKUP ;

e Un PC avec un disque dur attribué a un serveur PFSENSE (routeur/Firewall) possédant 3 cartes
dont une a 2 interface réseaux et donc 4 ports Ethernet ;

e Un PC avec un disque dur attribué a un serveur HYPER-V pour la virtualisation qui sera utilisé pour
serveurs accessible de I'extérieur du réseau et mise a disposition de réseaux externes (comme un
serveur WEB par exemple) ;

e Trois écrans VGA/HDMI ;

e Une prise Ethernet murale, reliée au réseau WAN de I'établissement IFC Marseille, représentant
I'arrivée internet de I'organisation ;

e Des cables Ethernet RJ45 en nombre suffisant ;

e Un switch NETGEAR GS308Ev4 a 8 ports ;

e Deux multiprises ;
o Des clés USB pour les installations de systémes d’exploitation

e Un serveur NAS commun aux BTS SIO de I'établissement auquel nous avons accés via des
identifiants personnels contenant des ressources indispensables a notre progression (cours,
procédures, travaux d’autres étudiants, logiciels, etc.) ;

o Différentes solutions logicielles et applicatives disponible au téléchargement sur le WEB (voir
ressources logicielles utilisées’ dans la section ‘description des ressources’).




Résultats attendus :

Un réseau local (LAN) qui soit :

Opérationnel - un routeur assure les communications entre les périphériques, ils peuvent communiquer
entre eux, et accéder aux ressources du réseau local ainsi qu'a internet ;

Sécurisé - un par un pare-feu situé entre le réseau local et I'extérieur filtre les échanges avec I'extérieur
pour sécuriser le réseau local, ses serveurs et ses périphériques ;

Cloisonné - le commutateur coeur de réseau partage ses ports a plusieurs réseaux locaux virtuels

(VLAN) en fonction de criteres organisationnelles et de sécurité informatique, le routeur gere les
Communications inter-vlan et le pare-feu filtre les communications des sous-réseaux (entre eux et vers

I'extérieur, de méme que I'accés aux machines administratives du réseau).

Un environnement et des ressources de virtualisation :

Un environnement de virtualisation est mis en place (pour des questions de pratique, de simplicité de
gestion et d’économie de ressources), un serveur physique PROXMOX est installé et configuré dans le
réseau local permettant de créer et administrer des machines virtuelles, utilisé pour héberger différents
serveurs du Sl de I'organisation.

Des ressources informatiques gérées et mise a disposition des utilisateurs a travers Windows Active
Directory (AD) :

Un environnement de travail Windows est mis a disposition des utilisateurs, avec 'accés a des dossiers
partagés, des GPO (stratégies de groupes) permettant d’appliquer des regles, de donner U'acces a des
ressources, de gérer les droits des utilisateurs sur leur environnement de travail et sur l'acces aux|
ressources. Cet environnement est possible par la mise en place d’un serveur Windows contréleur de
domaine (et saréplique pour redondance), ainsi qu’un la création d’'un domaine Active Directory, permettant
a unou plusieurs administrateurs de gérer les ressources numériques de 'organisation.

Un systéme de supervision des machines de Uinfrastructure réseau :

Les machines sensibles du domaine contenant des données nécessaires au fonctionnement de
Uorganisation peuvent étre supervisées au niveau matériel et logiciel de maniere centralisé, sur un serveur
Zabbix Supervision. C’est possible par la mise en place d’une machine virtuelle Debian sur laquelle est]
monté un serveur ZABBIX MONITORING, et par les agents Zabbix installés sur les machines a surveiller, et
les métriques configurées sur le serveur, que 'agent va inspecter. Un administrateur peut sur une interface
graphique analyser les métriques en temps réel et étre alerter en cas de probléme sur les machines.

Une gestion des acceés des utilisateurs aux ressources du WEB via un Proxy :

Un proxy est configuré de sorte a se placer entre les utilisateurs et le WEB pouir filtrer les requétes, les URL
destination, les sites non sécurisés ou proscrits par Uadministrateur de 'organisation. La solution ARTICA
Proxy est utilisée, un serveur PROXY est mis en place et configuré dans le réseau avec du filtrage d’URL|
(personnalisé pour Uorganisation et par catégories) avec page de blocage Artica.

T En référence aux conditions de réalisation et ressources nécessaires du bloc « Administration des systémes et des réseaux »
prévues dans le référentiel de certification du BTS SIO.



Description des ressources documentaires, matérielles et logicielles utilisées?

Ressources matériels et documentaires utilisées : (voir ‘conditions de réalisations’)

Ressources logicielles utilisées :

Logiciel NETGEAR SWITCH DISCOVERY TOOL (1.2.103) ;

Page WEB d’administration NETGEAR GS108Ev4 ;

Logiciel BALENA ETCHER (1.18.11) pour la création de clé USB d’installation d'OS ;

Solution Routeur-Firewall PFSENSE (2.8.1) — basé sur une distribution BSD OS ;

Administration WEB PFSENSE ;

Solution d’environnement de virtualisation PROXMOX VE (9.0.1) ;

Page WEB d’administration PROXMOX VE ;

PROXMOX BACKUP SERVER ;

Soliton de sauvegarde des données des machines virtuelles PROXMOX BACKUP SERVER (4.0) ;
OS Windows Sevrer 2025

Gestion de ressource réseau Active Directory

Distribution LINUX Debian 13/12;

Gestion de base de données MariaDB et MySQL ;

Solution de supervision réseau ZABBIX (7.4.2) ainsi que la version 7.4 de I'agent d’écoute ZABBIX ;
Page WEB D’administration ZABBIX ;

Solution Proxy ARTICA (version communautaire) ;

Page WEB d’administration ARTICA ;

SNORT IDS (sur pfSense).

2 Les réalisations professionnelles sont élaborées dans un environnement technologique conforme a I'annexe II.E du référentiel
du BTS SIO.



Modalités d’accés aux productions® et a leur documentation*

Les différentes ressources de l'infrastructure sont accessibles par le poste administrateur dans le VLAN dédié a

L’administration, sur des pages WEB d’administration (voir section ‘répertoire identifiants et sessions’ du dossier)

La documentation - mise a part le présent dossier — est disponible sur mon site portfolio dans la section :

https://iratnihocine.com

3 Conformément au référentiel du BTS SIO « Dans tous les cas, les candidats doivent se munir des outils et ressources techniques
nécessaires au déroulement de I'épreuve. IIs sont seuls responsables de la disponibilité et de la mise en ceuvre de ces outils et
ressources. La circulaire nationale d’organisation précise les conditions matérielles de déroulement des interrogations et les
pénalités a appliquer aux candidats qui ne se seraient pas munis des éléments nécessaires au déroulement de I'épreuve. ». Les
éléments nécessaires peuvent étre un identifiant, un mot de passe, une adresse réticulaire (URL) d’un espace de stockage et de
la présentation de I'organisation du stockage.


https://iratnihocine.com/

BTS SERVICES INFORMATIQUES AUX ORGANISATIONS SESSION 2026

ANNEXE 9-1-A : Fiche descriptive de réalisation professionnelle
(verso, éventuellement pages suivantes)

Epreuve E5 - Administration des systémes et des réseaux (option SISR)

Descriptif de la réalisation professionnelle, y compris les productions réalisées et schémas explicatifs

Schéma de la réalisation :




Architecture réseau - Infra S4P2
Réalisation 1 - IRATNI Hocine
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1 Lien vers la documentation compléte, précisant et décrivant, si cela n’a été fait au verso de la fiche, la réalisation, par

exemples schéma complet de réseau mis en place et configurations des services.



2.1. MISE EN PLACE DU CCEUR DE RESEAU

Dans le cadre de Uentreprise fictive DIGITEX, U'objectif est de déployer une infrastructure réseau
compléte, organisée et sécurisée. Le réseau doit permettre aux collaborateurs d’accéder aux
différents services informatiques nécessaires a leurs activités (messagerie, partage de fichiers,
applications métier...) tout en assurant la disponibilité des ressources essentielles au bon
fonctionnement de l'organisation.

La mise en place inclut également la mise en ceuvre de mécanismes de protection contre les
menaces internes et externes, ainsi qu’un systeme de supervision et d’administration centralisée
afin de garantir une gestion efficace et fiable du Sl.

2.1.2. CONFIGURATIONS GENERALES PFSENSE

Le pare-feu pfSense constitue ’élément central du réseau. Ses configurations de base sont les
suivantes :

e Linterface WAN est paramétrée pour obtenir automatiquement une adresse IPv4 via
DHCP. Ladresse IP est réservée sur le routeur de UIFC et attribuée en fonction de 'adresse
MAC de la carte réseau du serveur pfSense.

e Linterface LAN est configurée sur le sous-réseau 10.4.2.0/29, qui sert de réseau interne
pour Uinfrastructure de Uorganisation

Hostname SRV-PFSENSE-DIGITEX

Name of the firewall host, without domain part.

Domain home.arpa

Domain name for the firewall.

Do not end the domain name with "local' as the final part (Top Level Domain, TLD). The 'local' TLD is widely used by mDNS
(e.g. Avahi, Bonjour, Rendezvous, Airprint, Airplay) and some Windows systems and networked devices. These will not
network correctly if the router uses 'local' as its TLD. Alternatives such as 'home.arpa’, 'local.lan, or 'mylocal’ are safe.



General Configuration

Enable Enable interface

Description WAN

Enter a description (name) for the interface here.

IPv4 Configuration DHCP v
Type

IPv6 Configuration None v
Type

DNS Server Settings

DNS Servers 192.168.17.1 srvs4p2-adTex.domaine none v
Address Hostname Gateway
Enter IP addresses to be Enter the DNS Server Optionally select the gateway for each DNS server. When
used by the system for Hostname for TLS using multiple WAN connections there should be at least
DNS resolution. These are Verification in the DNS one unique DNS server per gateway.
also used for the DHCP Resolver (optional).

service, DNS Forwarder
and DNS Resolver when it
has DNS Query
Forwarding enabled.

2.1.2. CONFIGURATIONS INTERFACE LAN

General Configuration

Enable Enable interface

Description LAN

Enter a description (name) for the interface here.

IPv4 Configuration Static IPv4 v
Type

IPv6 Configuration None v
Type

Static IPv4 Configuration

IPv4 Address 10.4.2.1 /29 hd
IPv4 Upstream None h == Add a new gateway
gateway

If this interface is an Internet connection, select an existing Gateway from the list or add a new cne using the "Add" button.
On local area network interfaces the upstream gateway should be "none".

Selecting an upstream gateway causes the firewall to treat this interface as a WAN type interface.

Gateways can be managed by clicking here.



2.1.3. CONFIGURATIONS GENERALES COMMUTATEUR NETGEAR

PORT STATUS

[e=1]

SWITCH
(Fixed IP)

2.1.4. CONFIGURATION VLAN ID / PORTS PVID

Pour répondre aux besoins de U'entreprise DIGITEX, Uinfrastructure réseau a été segmentée en
plusieurs VLAN, chacun jouant un réle spécifique et des regles de filtrage adaptées :

e VLAN 17 - Serveurs : regroupe les serveurs virtualisés sur ’hyperviseur Proxmox VE. Ce
VLAN assure lisolation des services critiques tout en permettant leur administration
sécurisée.

e VLAN 27 - Staff : destiné aux collaborateurs de Uentreprise et a leurs périphériques
(postes de travail, ordinateurs portables, imprimantes...).

e VLAN 37 - Invités : dédié aux utilisateurs temporaires se connectant via le point d’acces
Wi-Fi. Lacces est limité grace a un portail captif, garantissant la sécurité du réseau
interne.

Le poste d’administration est directement connecté au port 7 du switch, qui n’est associé a
aucun VLAN. Ce port permet a "administrateur de gérer ’'ensemble du réseau et des applications
de maniére sécurisée. La sécurité reste assurée par le pare-feu pfSense, qui contréle les flux et
protege Uinfrastructure contre les menaces internes et externes.



NO VLANS

ACTIVATE MODE

Basic Port-Based VLAN

ACTIVATE MODE

Advanced Port-Based VLAN

ACTIVATE MODE

Advanced 802.1Q VLAN

Default

VLAN-27 STAFF

VLAN-37 Invite

Port and VLAN IDs

12345678

1*,17,27,37




2.1.5 CONFIGURATIONS INTERFACES VLAN SUR LE PFSENSE

Coté routeur (pfSense), la segmentation a été concrétisée par la création de 3 interfaces
virtuelles (VLANSs), rattachées a l'interface physique LAN. Ces interfaces correspondent
aux ID de VLAN définis sur le commutateur Netgear.

Pour assurer le routage inter-VLAN, chacune de ces interfaces virtuelles a été configurée
avec une adresse IPv4 statique, servant de passerelle par défaut pour chaque sous-
réseau distinct.

§83 VLAN_37_INVITE 1 1000baseT <full-duplex> 192.168.37.254

683 VLAN17_SERVEUR 1~ 1000baseT <full-duplex> 192.168.17.254

653 VLAN_27_STAFF 1 1000baseT <full-duplex> 192.168.27.254
VLAN17:

Interfaces / VLAN17_SERVEUR (em0.17)
Enable Enable interface

Description VLAN17_SERVEUR

Enter a description (name) for the interface here

IPv4 Configuration Type Static IPv4 v
IPv6 Configuration Type None v
Static IPv4 Configuration
IPv4 Address 192.168.17.254 /|24 v

Interfaces / VLAN_27_STAFF (em0.27)
Enable Enable interface

Description VLAN_27_STAFF

Enter a description (name) for the interface here

IPv4 Configuration Type Static IPv4 i)

IPv6 Configuration Type None v

Static IPv4 Configuration

IPv4 Address | 192.168.27.254 [ 24 ad



VLAN37:

Interfaces / VLAN_37_INVITE (em0.37)
Enable Enable interface

Description VLAN_37_INVITE

Enter a description (name) for the interface here

IPv4 Configuration Type Static IPv4 i
Static IPv4 Configuration
IPv4 Address | 192.168.37.254 /)24 ¥

2.1.6. REGLES DE FITLRAGE INTER-VLANS

Afin de garantir la sécurité du Systeme d'Information, les regles de flux inter-VLAN ont
été définies selon le principe du moindre privilege :

e VLAN 17 (Serveurs / Administration) : Ce réseau héberge les services critiques
de linfrastructure (notamment le Contréleur de Domaine assurant les roles DNS
et DHCP).

o Flux sortants : Ce VLAN dispose d'une autorisation totale pour initier des
connexions vers l'ensemble des autres segments du réseau, afin d'assurer
l'administration et la maintenance.

o Flux entrants : L'acces a ce VLAN est strictement filtré et limité aux seuls
services nécessaires pour les clients.

e VLAN 37 (Invités / Wi-Fi Invité) : Ce réseau est considéré comme non fiable et
doit étre strictement cloisonné.

o Isolation : Tout acces vers les réseaux internes (LAN, VLAN 17, VLAN 27)
est bloqué par défaut.

o Exceptions autorisées : Seuls les protocoles indispensables au
fonctionnement de la connectivité client sont autorisés vers les serveurs
dédiés : DNS (Port 53), DHCP (Ports 67) et le Portails Captif, et la
navigation web

o Sécurité critique : L'acces aux interfaces de gestion des équipements de
coeur de réseau (interface web/SSH du pfSense et des commutateurs) est
formellement interdit.



e VLAN 27 (Utilisateurs / Production) : Ce réseau regroupe les postes de travail
standards.
o Acces : Les flux sont autorisés uniquement vers les services métiers et
transverses nécessaires a l'activité.
o Protection du plan d'administration : A linstar du réseau Invités, l'acces
aux interfaces d'administration des équipements réseau (Gateway,
Switchs) est bloqué pour prévenir toute tentative de configuration non

autorisée.
VLAN17 - SERVEURS :
Rules (Drag to Change Order)
m] States Protocol Source Port  Destination Port  Gateway Queue Schedule Description Actions
O « 39/38.56GiB 1Pv4 * * * * * * none G200 m X

VLAN27 - STAFF :

Floating WAN LAN DMZ VLAN_37_INVITE VLAN17_SERVEUR VLAN_27_STAFF OpenVPN
—_—
Rules (Drag to Change Order)
] Slates Protocol Source Port Destination Port Gateway Queue Schedule Description Actions
O « 0/08B IPV4UDP  VLAN_27_ * 192168176 10000 - 20000 * none ALLOW_RTP_XIVO_VolP 34720
STAFF Omx
subnets
O« 0/08 IPv4 VLAN_27_ * 192.168.17.6 5060 (SIP) * none ALLOW_SIP_XIVO_VolP 340
TCP/UDP  STAFF Omx
subnets
0 v 0/8.41 IPvATCP  VLAN_27_ *  102.168.17.3 80 (HTTP) * none ALLOW_WEB_GLPI G480
MiB STAFF Omx
subnets
[ ~ 0/227GB IPWTCP  VLAN_27_ *  192.168.17.5 3128 * none ALLOW_ARTICA_PROXY 340
STAFF Omx
subnets
O « 0/08B IPVATCP  VLAN_27_ * 192.168.17.5 0025 * none ALLOW_ARTICA_ERROR_PAGE 340
STAFF Omx
subnets
0O X 0/2KiB 1Py * VLAN_27_ * 192.168.17.253 * * none BLOCK_CONNECTION_PROXMOX 340
STAFF oo
subnets
0O X 0/2KiB IPva * VLAN_27_ * 192.168.17.4 * * none BLOCK_CONNECTION_ZABBIX 340
STAFF om
subnets
0O X 0/08B 1Py * VLAN_27_ *  VLAN_37INVITE  * * none BLOCK_CONNECTION_VLAN37_INVITE +f, & (0]
STAFF subnets Qﬁ
subnets
0 X 0/2kiB IPVATCP  VLAN_27_ * 10422 Netgear_ * none BLOCK_NETGEAR_WEB 340
STAFF HTTPS_HTTP ol
subnets
O X o008 1Py VLAN_27_ *  This Firewall (self) 22 (SSH) * none BLOCK_PFSENSE_SSH 3,0
TCP/UDP  STAFF ol

subnets



O X 0/3KiB IPVATCP  VLAN_27_ *  This Firewall (self) 80 (HTTP) * none BLOCK_PFSENSE_WEB_HTTP J8 0
STAFF ol
subnets

O X 0/2KiB 1Pvd VLAN_27_ *  This Firewall (self) 443 (HTTPS)  * none BLOCK_PFSENSE_WEB_HTTPS S0

TCP/UDP  STAFF o
subnets

O X 0/312B  IPvd VLAN_27_ *  Server_Active_ 3389 (MS * none BLOCK_CONNECTION_RDP_AD1-AD2  +f» #* (3

TCP/UDP  STAFF Directory RDP) ol
subnets

O + 4/16503  IPv4* VLAN_27_ *  Server_Active_ * * none ALLOW_AD1_AD2 KA ]

MiB STAFF Directory Omx
subnets

O + 20/265  IPv4* * ok * * none KA ]

GiB Omx
VLAN37 - INVITES :
.
Floating WAN LAN DMZ VLAN_37_INVITE VLAN17_SERVEUR VLAN_27_STAFF OpenVEN

Rules (Drag to Change Order)

(] States Protocel Source Port Destination Port Gateway Queue Schedule Description Actions
O v 5261 IPvd VLAN_37_ = 192.168.17.7 UniFi_Portail . * none ALLOW_PORTAILS_CAPTIF_UNIFI 3 S0
MiB TCP INVITE subnets Captif O@mx
0O v 0/0B IPva VLAN_37_ *  This Firewall (self) 67 * none ALLOW_DHCP_REQUEST 380
UDP INVITE subnets Omx
0O X 0/0B IPvd VLAN_37_ *  ThisFirewall (self) 22 (SSH) * none BLOCK_PFSENSE_SSH &3 S0
TCcp INVITE subnets om
0O X 0/0B IPvd VLAN_37_ = This Firewall (self) 80 (HTTP) * none BLOCK_PFSENSE_WEB_HTTP &3 S0
TCcp INVITE subnets o
0O X 0/0B IPvd VLAN_37_ *  ThisFirewall (self) 443 (HTTPS)  * none BLOCK_PFSENSE_WEB_HTTPS &3 S0
TCcp INVITE subnets om
0O X 0/0B 1Py VLAN_37_ 0 104.22 Netgear_ * none BLOCK_CONNECTION_NETGEAR 3 S0
TCP INVITE subnets HTTPS_HTTP om
0O X 0/0B IPvd*  VLAN_37_ *  VLAN_27_STAFF  * * none BLOCK_CONNECTION_VLAN27 STAFF  +f; " (0
INVITE subnets subnets ®m
0O X 0/0B IPvd*  VLAN_37_ *  VLAN17_SERVEUR * * nona BLOCK_CONNECTION_VLAN17_SERVEUR +, &" ()
INVITE subnets subnets om
O + 0/0B IPv4 VLAN_37_ = ox 53 (DNS) * nona ALLOW_DNS_OVER_INTERNET &4 20
upp INVITE subnets omx
0O « 0/27.47 IPva*x  * *ox * * none 380
MiB omx

2.1.7. LOGS DE FILTRAGE PARE-FEU

Afin d'assurer une tracabilité compléte et une supervision efficace du réseau, la
journalisation (logging) a été activée systématiquement sur l'ensemble des regles de
filtrage. Cette mesure permet d'analyser les flux en temps réel, de diagnostiquer les
incidents et d'affiner la politique de sécurité.

2.1.8. CONFIGURATION RELAIS DHCP

La sécurité est assurée par un filtrage strict et journalisé des flux. Pour centraliser la
gestion, la fonction de Relais DHCP a été configurée sur les interfaces virtuelles VLAN
17-27-37 : elle redirige les requétes vers les controleurs de domaine (AD1 et AD2),



garantissant l'intégration cohérente des services IP et DNS avec l'annuaire Active
Directory.

DHCP Relay Configuration

Enable Enable DHCP Relay

Downstream Interfaces DMZ
VLAN_37_INVITE
VLAN17_SERVEUR
VLAN_27_STAFF v
Interfaces without an IPv4 address will not be shown

DHCP Relay will be stopped when the chosen VIP is in BACKUP status, and started in MASTER status

() Append circuit ID and agent ID to requests

Append the circuit ID (interface number) and the agent ID to the DHCP request

Upstream Servers | 192108171

2.1.9. DETECTION/PREVENTION D’INTRUSIONS SNORT :

Nous avons déployé le systeme de détection et de prévention d’intrusions (IDS/IPS) Snort
directement sur le pare-feu pfSense. Configuré pour écouter sur linterface WAN, il
analyse les flux en temps réel et génere des alertes lors de la détection d'activités
suspectes, en s'appuyant sur les jeux de regles officiels préétablis.

Interface Settings Overview

Interface Snort Status Pattern Match Blocking Mode Description Actions

O  WAN(igb0) [ N&O) AC-BNFA DISABLED WAN sl

Alert Log View Settings

Interface to Inspect WAN (igh0) v Auto-refresh view 250
Choose interface.. Alert lines to display.

Alert Log View Filter (+)

Most Recent 250 Entries from Active Log

Date Action Pri Proto Class Source IP SPort Destination IP DPort GID:SID Description

2025-11-20 2 TCP Potentially Bad 192.168.100.14 24514  192.168.100.17 1433 1:2010935 ET SCAN Suspicious inbound to MSSQL port
10:56:00 Traffic Q Q X 1433

2025-11-20 2 TCP Attempted 192.168.100.14 64294  192.168.100.17 5815 1:2002910 ET SCAN Potential VNC Scan 5800-5820
10:55:57 Information Leak Q Q X

2025-11-20 2 TCP Potentially Bad 192.168.100.14 49996  192.168.100.17 3306 1:2010937 ET SCAN Suspicious inbound to mySQL port
10:55:41 Traffic Q Q X 3306

2025-11-20 2 TCP Potentially Bad 192,168.100.14 54347  192.168.100.17 3306 1:2010937 ET SCAN Suspicious inbound to mySQL port
10:55:39 Traffic Q Q X 3306

2025-11-04 3 TCP Unknown Traffic ~ 37.187.156.120 80 192.168.100.17 37622  120:3 (http_inspect) NO CONTENT-LENGTH OR
09:00:00 Q Q X TRANSFER-ENCODING IN HTTP RESPONSE
2025-11-04 3 TCP Unknown Traffic ~ 37.187.156.120 80 192.168.100.17 59781  120:3 (http_inspect) NO CONTENT-LENGTH OR
05:00:00 Q Q X TRANSFER-ENCODING IN HTTP RESPONSE
2025-11-04 3 TCP Unknown Traffic ~ 37.187.156.120 80 192.168.100.17 13946  120:3 (http_inspect) NO CONTENT-LENGTH OR

01:00:00 Q Q X TRANSFER-ENCODING IN HTTP RESPONSE




2.2.1 PARAMETRAGE GLOBAL DE I’'HYPERVISEUR PROXMOX

=8 Datacenter

B SRVS4P2 PROXMOX Create

Q, Search

L 101 (SRVS4P2-AD1-EXCHANGE) Name | ... Type .. Ports/Slaves B.. CIDR Gateway
S 102 (SRVS4P2-AD2) & Summary
:‘ 103 (SRVS4P2-GLPI) [J Notes

G 104 (SRVS4P2-ZABBIX)

L 105 (SRVS4P2-ARTICA)
1 106 (SRVSAP2-XIVO) & System vmbr_DMZ Linux Bridge s s enp3s0 192.168.42.2/29

enp2s0 .. Network Device
enp3s0 ... Network Device

>— Shell e— Linux Bridge s Yes enp2s0 192,168 17 253124 192 168 17.254

G} 107 (SRVS4P2-CONTROLEURWIFI) = Network

Create -

Name | .. Type . Ports/Slaves Gateway

enp2s0 ... Network Device

enp3s0 ... Network Device

vmbr0 Linux Bridge 192.168.17.253/24 192.168.17.254
vmbr_DMZ Linux Bridge 192 168 .42 2/29

2.2.2. GESTION DES RESSOURCES : IMAGES ISO ET MACHINES
VIRTUELLES

Nous avons constitué une bibliotheque d'images ISO sur le nceud Proxmox. Ces fichiers
sources sont indispensables au déploiement des serveurs virtuels pour l'infrastructure
de l'organisation Digitex

E Datacenter
> SRVS4P2-PROXMOX
Gl 101 (SRVS4P2-AD1-EXCHANGE) Backups Name
Ll 102 (SRVS4P2-AD2) (® 1S0 Images

& Summary Upload Download from URL

261001742 240906-0331_ge_release_svc_refres
(& CT Templates artica-full-4.50.000000_debian12-amd64.dvd.iso

il 103 (SRVS4F2-GLFI)

104 (SRVS4P2-7ABBIX)
D 105 (SRVSAP2-ARTICA) o' Permmissions debian-12.7.0-amdG4-netinst iso

il 106 (SRVS4P2-XIVO) debian-13.1.0-amd64-netinst iso
Ll 107 (SRVS4P2-CONTROLEURWIFI) kalidinux-2025. 3-installer-amd64.iso
Nous présentons ci-apres les différentes machines virtuelles, dont la configuration et le

role seront détaillés individuellement dans les sections suivantes.

2.3. SEVREURS WINDOWS ACTIVE DIRECTORY, CONTROLLEURS DE
DOMAINE, SERVICES ET OBJETS AD

Active Directory (AD) constitue le service d'annuaire central de notre infrastructure s4p2.
Cette solution nous permet de gérer de maniere centralisée l'ensemble des ressources,
des utilisateurs et des postes de travail au sein de notre domaine domaines4p2.local. Elle
est également essentielle pour le déploiement et l'application des politiques de sécurité
(GPO) sur l'ensemble du parc informatique.



Pour garantir la haute disponibilité des services d'authentification, notre architecture
s'appuie sur deux contrdleurs de domaine, virtualisés sur notre hyperviseur Proxmox au
seindu VLAN 17 :

1. AD-1 (a l'adresse 192.168.17.1/24)
2.AD-2 (al'adresse 192.168.17.2/24)

Le serveur AD-1 a été configuré en tant que contréleur de domaine principal pour le
domaine. Le serveur AD-2 a ensuite été monté en tant que contrbleur de domaine
secondaire.

Ce dernier agit comme une réplique, synchronisant automatiquement l'ensemble des
données et services de l'annuaire LDAPS depuis AD-1. Ce mécanisme de réplication
assure gqu'en cas de défaillance du serveur principal, le second contréleur prendra le
relais de maniere transparente, garantissant ainsi la continuité des services
d'authentification et d'accés aux ressources pour les utilisateurs

2.3.1. CONFIGURATIONS GENERALES WINDOWS SERVER
CONFIGURATIONS GENERALESAD 1:

i PROPRIETES

Pour SRVS4P2-AD1EX TACHES
Nom de l'ordinateur SRVS4P2-ADTEX s a jour installées Aujourd’hui a 13:3
Domaine DOMAINES4P2.local Télécharger les mi

Derniére recherche de mises a jour : Aujourd’hui a 10:1
Pare-feu Microsoft Defender Domaine : Actif Antivirus Microsoft Defender Protection en tem
Gestion a distance Activé Commentaires et diagnostics Paramétres

Bureau a distance Configuration de sécurité renforcée d'Internet Explorer Inactif

Association de cartes réseau Fuseau horaire (UTC+01:00) Brusxe
Ethernet D de produit (Preduct ID) 00493-20000-000
Gestion Azure Arc Désactivé
Accés SSH distant Désactivé
Version du systéme d'exploitation  Microsoft Windows Server 2025 Standard Evaluation  Processeurs QEMU Virtual CPL
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CONFIGURATIONS GENERALES AD 2;

B PROPRIETES i
. Pour SRVS4P2-AD2

Mom de l'ordinateur SRVS4P2-AD2 Derniéres mises  jour installées Aujourd’hui & 13:26

Domaine DOMAINES4PZ.local Windows Update Télécharger les mises & jour unigy
Derniére recherche de mises a jour: Aujourd’hui 2 11:11

Pare-feu Microsoft Defender Domaine : Actif Antivirus Microsoft Defender Protection en temps réel : activée

Gestion a distance Activé Commentaires et diagnostics Paramétres

Bureau & distance Activé

Configuration de sécurité renforcée d'Internet Explorer  Inactif

Aszociation de cartes réseau Fuseau horaire (UTC+01:00) Bruxelles, Copenhag
Ethernet D de produit (Product 1D) 00493-20000-00001-AA201 (activ
Gestion Azure Arc Esactivé

Accés S5H distant Désactivé

Version du systéme d'exploitation  Microsoft Windows Server 2025 Standard Evaluation  Processeurs QEMU Virtual CPU version 2.5+
[P T I ACKALLCL - 1 ne A0E L Ienn 9000 W R TP T cnar-

2.3.2. ARCHITECTURE DES SERVICES ET ROLES ACTIVE DIRECTORY

Le serveur SRVS4P2-AD1EX a été promu contréleur de domaine principalvia le role AD
DS, actant la création du domaine domaines4p2.local.

L'ensemble du parc informatique Windows de l'organisation a été joint a ce domaine, en
utilisant ce contréleur comme serveur DNS primaire. Cette centralisation nous permet
désormais de gérer les comptes utilisateurs, les groupes de sécurité et d'appliquer des
stratégies de groupe (GPO) pour standardiser l'environnement de travail des
collaborateurs.

Enfin, dans une optique de sécurisation des échanges, nous avons installé le rble
d'Autorité de Certification (AD CS). Cette brique essentielle permet de chiffrer les
communications de l'annuaire via le protocole LDAPS (LDAP over SSL).

Réles et groupes de serveurs
Réles: 6 Groupes de serveurs: 1 | Nombre total de serveurs: 1

B2 ADCS 1| | il ApDs 1 T DHep 1 2 DNs 1] o uns 1| | g Servicesdefichierset
L) | 1 = [ & LI, stockage
(® Facilité de gestion (@ Facilité de gestion @ Facilité de gestion (® Fadilité de gestion (@ Facilité de gestion (® Facilité de gestion
Evénements Evénements Evénements Evénemants Evénements Evénements
Services Services Services Services Services Services
Performances Performances Performances Performances Performances Performances
Résultats BPA Résultats BPA Résultats BPA Résultats BPA Résultats BPA Résultats BPA
§ Serveur local 1 ii Tous les serveurs 1
@ Facilité de gestion @ Facilité de gestion
Evtenca [ P
Services Bl sevices
Performances Performances
Résultats BPA Résultats BPA
0/11/2025 15:09 0/1 15:09




e DHCP

En cohérence avec le relais DHCP configuré sur le pfSense, nous avons déployé les roles
DHCP et DNS sur le serveur. La configuration a été établie pour servir les trois VLANs de
l'organisation, via la création de trois étendues (scopes) d'adresses distinctes.

:?1 [iHCP Contenu du serveur DHCP Etat De:
v 5 5_N54p2—ad1a.domaine&d-pl.local I3 Options de serveur
hd : [] Etendue [192.168.17.0] DHCP_VLAN_17 ** Actif = DHCP_SERVER

I Ciprinsts £ senveur 7] Etendue [192.168.27.0] DHCP_VLAN 27 ** Actif ™ DHCP_STAFF

> [ Erendue [192.168.17.0] DHCP_VLAN 17 [ ] Etendue [192.162.37.0] DHCP_VLAN 37 B ctif ** DHCP_INVITE
5 [ Etendue [192.162.27.0] DHCP_VLAN_27 - Etendue [192.168.37.0] - - -

> [ Etendue [192.168.37.0] DHCP_VLAN_37 (L Stratégies
2| Stratégies F| Filtres

- Démonstration de ’étendue VLAN 37 :

?. DHCP Adresse IP de debut Adresse [P de fin Description

v E Sf"j‘::pi'mE’"“"”““‘““"“"“' $1192.168.37.100 192.168.37.200 Plage d'adresses pour la distribution
b4 i Y

.3 Options de serveur
5 [ Etendue [192,168.17.0] DHCP_VLAN_17
5 [7] Etendue [192.168.27.0] DHCP_VLAN_27
v [ Etendue [192,168.37.0] DHCP_VLAN_37
i Pool d'adresses

e Configuration des zones DNS et gestion des enregistrements :

Le service DNS constitue la pierre angulaire du réseau. Au-dela de l'accés a Internet, il
est indispensable a la résolution des noms d'hétes internes, condition sine qua non au
bon fonctionnement d'Active Directory.

Nous avons ainsi configuré les zones de recherche directe pour la résolution Nom vers
IP, ainsi que les zones de recherche inversée (Reverse Lookup) pour couvrir les deux
sous-réseaux de l'organisation DIGITEX.

Fichier Action Affichage 7

s tEd= Bm iEa

£ DNS Nom

2 Type Etat Etat DNSSEC Maitre des clés
’ j zgxzsiriglinommmwzl | g_msdcs.DOMAINES‘iPZ.IUcal Serveur principal intégré a Act.. En cours d'ex.. Non signé
v i . . S ﬂDOMAINES‘iPE.In(aI Serveur principal intégré 4 Act... En cours d'ex..  Non signé

v |__| Zones de recherche directes
> 2] _msdes.DOMAINES4P2.local

> 2] DOMAINES4P local

e« zE Rz Bm E Ea

2, DNS Mom Type Etat Etat DNSSEC

) j igisi_iglinommmmw | g‘l?.‘lﬁ&‘l?l.in-addr.arpa Serveur principal intégré & Act.. Encours d'ex.. MNonsigné
v B . 7 ) p Ih he direct 058 32?.168.192.in-addr.arpa Serveur principal intégré a Act.. En cours d'ex.. Nonsigné
v cones t:IereEJOEI:;AIENEI;;;IS | g3?.168.192.in-addr.arpa Serveur principal intégré & Act.. Encours d'ex.. MNonsigné

> |zl _msdes. Joca

» (=] DOMAINES4P2.local
> | | Zones de recherche inversée




2.3.3. UNITE D’°ORGANISATION, UTILISATEURS ET GROUPES
D’UTILISATEURS :

Une Unité d'Organisation (OU) dédiée au personnel a été créée afin de centraliser les
comptes utilisateurs et les machines associées. Les utilisateurs y ont été provisionnés
avec des identifiants et des mots de passe conformes a la politique de sécurité Active
Directory en vigueur. Parallelement, des groupes de sécurité ont été institués pour
rationaliser l'attribution des droits d'accés aux ressources et cibler l'application des
stratégies de groupe (GPO)

o | HFE B Bz HE R aETE%

] Utilisateurs et ordinateurs Active Directory [SRVS4P2-AC Mom Type
» - Requétes enregistrées % User] Utilisateur
v & DOMAINES4P2.local 2, User2 Utilisateur
= Buyilt;
’ - CUI " ; %Useﬂ Utilisateur
omputers
= Dn:-r'n:in Controllers % Userd Utilisateur
= s EECDmptahllltE_R Groupe de séc..,

EECDmptahilite_RW Groupe de séc...

» [| ForeignSecurityPrincipals

5[] Managed Service Accounts %Administratinn_l:l Groupe de séc...

s (2] Microsoft Exchange Security Groups H2, Administration RW  Groupe de séc...

s || Users EETechnique_F{ Groupe de séc...
2| UtilisateurVPM 42 Technique_RW Groupe de séc...

2.3.4 SCRIPT POWERSHELL - CREATION D’UTILISATEURS :

Afin de rationaliser le processus de provisionnement des comptes, un script
d'automatisation a été développé. Il permet la création rapide d'utilisateurs directement
dans 'Unité d'Organisation cible (actuellement définie sur 'OUSCRIPT' pour
l'environnement de test) et leur intégration automatique au groupe de sécurité approprié
('GROUPESCRIPT'). Ce scriptintegre également la capacité de créer des boites aux lettres
Exchange, fonctionnalité qui sera détaillée ultérieurement.



E¥ administrateur : Windows PowerShell ISE (x86)

Fichier Modifier Afficher Outils Déboguer Composants additionnels  Aide

O&H & o x| 9 B|= &8 |Boo)| ;E

Import-Module ActiveDirectory
# Chargement des commandes Exchange

Add-PSSnapin Microsoft.Exchange.Management.PowerShell.SnapIn -ErrorAction SilentlyContinue

= Read-Host "entr
= Read-Host "

# 1. création de 1'utilisateur AD
New-ADUser -Name )
-GivenName "

-DisplayName

-Surname

-SamAccountName
—UserPrincipa1N3me

-PasswordNeverExpires
-CannotcChangePassword
-Enabled

# 2. Ajout au groupe de sécurité
Add-ADGroupMember i IPT -Members

Write-Host "Utili syhchronisa ... -ForegroundColor Yellow
Start-Sleep -Seconds 3

# 3. Création de la boite mail Exchange
Enable-Mailbox -Identity ) » ;
write-Host "L'utilisateur ont bien été créés I"" -ForegroundColor Green

& Administrateur : Windows Pm

entrez le nom de l'utilisateur: User_Script
entrez le mot de passe: #kkkkkkkH

e 2EEH B Hm P auTa%

Utilisateurs et ordinateurs Active Directory [SRYS4P2-AC

= Mom Type
» LI Requétes enregistrées 5% GROUPESCRIPT Groupe de séc...
v &4 D_OM#WESAPEJDCM E\,User_Script Utilisateur

% || Builtin

s || Computers

5 2 Domain Controllers

2| Employe

| ForeignSecurityPrincipals

| Managed Service Accounts

| Microsoft Exchange Security Groups
| Users

o | UtilisateurVPM

2| OUSCRIPT

W W WO
L¥]




2.3.5. DOSSIER PARTAGES EN RESEAU AVEC DROITS D'ACCES

Afin de répondre aux besoins de travail collaboratif, une architecture de fichiers
centralisée a été mise en place. Les données sont hébergées sur une partition dédiée du
serveur Windows, au sein d'un répertoire racine nommeé 'PARTAGE'. L'acces aux différents
sous-dossiers est strictement controlé via des permissions (NTFS) attribuées selon les
droits des collaborateurs.

L'architecture de fichiers est organisée par département, avec une gestion fine des
espaces privatifs :

o Dossiers de service : Des dossiers racines dédiés ('COMPTABILITE' et
'ADMINISTRATIF') ont été créés. Les groupes de sécurité correspondants
(“COMPTABILITE_LRW” et “ADMINISTRATIF_RW?”) y disposent de droits de
lecture/écriture (Modification) pour le travail collaboratif.

Quant au groupe “COMPTABILITE_R” et “ADMINISTRATIF_R” disposent
uniquement des droits de lecture pour respectivement les dossier partagé
“Comptabilité” et “Administratif”

¢ Espaces personnels : Au sein de chaque dossier de service, des sous-dossiers
individuels ont été configurés pour chaque utilisateur (ex: USER 1, USER 2). Sur
ces dossiers personnels, seul l'utilisateur propriétaire dispose d'un acces
'Controle total), garantissant la confidentialité de ses données.

o Cloisonnement : Une stricte ségrégation est appliquée via les permissions NTFS
: les membres du groupe Comptabilité n‘'ont aucun acces au dossier Administratif,
et inversement."



Disque local (C:)

Nouveau ~ (0 &[] 0] Tl Trier ~ Afficher ~
9 Galerie Nom . Modifié le Taille
@ Administratif
| Bz » L Comptabilite
= Technique
«- Téléchargem #

! Documents #

[& Images E .

Mom Type Taille

BB Administratif Dossier de fichiers

B com ptabilite

ier de fichiers

Propriétés de : Comptabilite

Général Partage Secuitd  Versions précédentes  Personnaliser

Mom de I'objet :  C:\Partage\Comptahilite

Moms de groupes ou d'utilisateurs :
HR Systéme
HR Comptabilte_R (DOMAINES4P 2Comptabilite_F)
A Comptabilite_RW (DOMAINES4P2\Comptabilite_ RWW)
a Administrateur (Administrateur@DOMAINES4P 2 local)
4R Administrateurs (DOMAINES4P 2 Administrateurs)

Pour modffier les autonsations, cliquez sur Modifier. Modifier

Autorigations pour Comptabilite_RW futoriser  Refuser

Contrdle total

Modification

Lecture et exécution

Affichage du contenu du dossier
Lecture

Ecriture

-Electionng

Pour les autorisations spéciales et les paramétres avances, cliquez sur Avance
Avance.




2.3.6. STRATEGIES ET POLITIQUES DU DOMAINES - GPO:

La gestion centralisée et la sécurisation de l'environnement de travail Windows au sein
du domaine DIGITEX reposent sur la mise en ceuvre de Stratégies de Groupe (GPO). Ces
objets nous permettent de standardiser les configurations des postes, d'appliquer des
politiques de sécurité robustes (mots de passe, certificats), de gérer les acces aux
fonctionnalités et d'automatiser les tdches d'administration telles que le mappage de
lecteurs réseaux ou le déploiement de logiciels.

Voici un apercu des principales stratégies déployées au sein de l'organisation.

GPO APPLIQUES AU DOMAINE ENTIER :

- Déploiement du navigateur Google Chrome
- Logs de connexion des utilisateurs du domaine
- Déploiement de certificats (ici Artica Proxy que nous verrons par la suite)

GPO APPLIQUES A L’OU « Employé » :

- Déploiement d’un fond d’écran de Uorganisation

- Mappage des dossiers partagés en lecteur réseau pour les utilisateurs

- Raccourcit WEB des différents services et applications internes

- Restriction d’acces aux parameétres et au panneau de configuration

- Parametres PROXY automatiqguement déployés sur les postes.

ZL Gestion de stratégie de groupe
|# Fichier Action Affichage Fenétre ?
e aE X0 HEm

|5 Gestion de stratégie de groupe GPO_Raccourcis
~ 5‘5‘ Forét: DOMAINES4P2.local

v (£ Domaines

Btendue Détals Paramétres Déléaation

v %5 DOMAINES#P2 Jocal Liaisons
5/ Default Domain Palicy Afficher les lisisons & cet emplacement :  pOMAINES4P2ocal
ary GPO_Certif_ARTICA Les sites, domaines et unités d'organisation suivants sont liés & cet objet GPO :
a7 GPO_Logiciel s

2| Domain Controllers Emplacement Appliqué Lien activé

:Z Employe 1 Employe Oui Oui

W

<

14 Configuration_Proxy_ARTICA
si4 GPO_Lecteur_Partage

574 GPO_Papier_Peint Riltrage de séourité
574 GPO_Proxy_Verrouillage

—F GPO Raccourcis Les parametres dans ce GPO s'appliguent uniguement aux groupes, utilisateurs et ordir
L _

2| Microsoft Exchange Security Groups -
o | UtilisateurVPM

= Objets de stratégie de groupe
& Filtres WM

3 Objets GPO Starter

Nom
82, Utilisateurs athentifiés

W

HIR Y

Aiouter... Suporimer Prooriétés




2.3.7. TEST DES STRATEGIES ET POLITIQUES GPO

Boite Mail
Exchange

DIGITEX

Sz G L-Ccaa NP
U &l L Trier 3= Afficher
& OneDrive Peripheriques et lecteurs
am e ()
s Didue local (C) Lecteur de CD (D=)
]
r— . F—
@l Bureau 30,2 Go libres sur 39,1 Go

Lecteur de CD (E:)
_ virtio-win-0.1.285

& Téléchargem

oCcIe [=
Documents
Emplacements réseau
P Images Disque Partagé ()
Musique e 33,8 Go libres sur 99,1 Go
ke Vidéos

En conclusion, l'infrastructure Active Directory, couplée a la puissance des Stratégies de
Groupe (GPO), constitue le levier principal pour une administration centralisée. Elle nous
permet de standardiser 'environnement de travail, de sécuriser l'acces aux ressources
réseau (comme les espaces partagés) et d'automatiser les configurations Windows. Le
périmetre fonctionnel des GPO étant extrémement vaste, les stratégies implémentées
dans ce projet représentent un échantillon clé des capacités de controle et de gestion
offertes par le domaine.



2.3.7. Réplication du Controleur de domaines Principal et continuité de
service AD :

Pour assurer la haute disponibilité des services critiques, le serveur SRVS4P2-AD2 a été
promu contréleur de domaine additionnel. Il assure une réplication compléte de
'annuaire Active Directory (AD DS), des services DNS et de l'ensemble des Stratégies de
Groupe (GPO). De plus, un mécanisme de basculement DHCP (DHCP Failover) a été
configuré entre les deux serveurs. Cette architecture permet non seulement une
répartition de la charge des requétes clients, mais garantit surtout la continuité du service
d'adressage IP en cas de défaillance du serveur principal

Utilisateurs / Groupes / OU répliqués sur le serveur SRVS4P2-AD2 :

Serveur local

] Utilisateurs et ordinateurs Active Directory
Fichier Action Affichage 7

&= 2E o B HE 2 eETES

SRVS4P2-AD?

Utilisateurs et ordinateurs Active Maorm Type
DOMAINES4P2.)ocal

~| Requétes enregistrées

%Administrati... Groupe de séc...
3 DOMAINESAPZ local

%Administrati... Groupe de séc...

>
e

| Builti
’ - CL“ mt %Cnmptahilit... Groupe de séc..,
» || Computers . .
er Domaine : Actif 5 2| Domain Controllers 8, Comptabilt... Groupe de séc..

Activé =] Employe %T&chnlque_l:{ Groupe de séc...

EETechnique_R... Groupe de séc...

Activé » || ForeignSecurityPrincipal: “
au Désactive » || Managed Service Accour & Usert Utilisateur
192.168.17.2 » (2] Microsoft Exchange Secu & User2 Utilisateur
J_l_ o - s [7] Users E\,UserE Utilisateur
Désactivé - -
» |2 UtilisateurVPM %USEM Utilisateur

Dézactivé




GPO répliqués sur le serveur SRV-AD2 :

Serveur local
|5, Gestion de stratégie de groupe

& Fichier Action Affichage Fenétre 7

=|E 6 B

SRVS4P2-AD2 |5 Gestion de stratégie de groupe | Gestion des stratégies de
DOMAINESAPZlocal | _'L\. Fu?urét: DOMAINESAP2 local Contenu
w [z Domaines
v 2 DOMAINES4P.local Nom
pa/ Default Domain Policy A} Forét : DOMAINES4P2 local
_ _ 54 GPO_Certif ARTICA
wder Domaine : Actif 4 GPO_Logiciel
FEEAE » 2] Domain Controllers
Activé v 2] Employe
EaU Dézactivé fé, Configuration_Proxy_ARTICA
192.168.17.2 =% GPO_Lecteur_Partage
Désactive =%, GPO_Papier_Peint
Diésackive =% GPO_Proxy_Verrouillage
% GPO_Raccourcis

Service et étendues DHCP + zones DNS répliqués sur le serveur SRVS4P2-AD2 :

Fichier Action Affichage 7

- .
PROPRIETES — -
. Pour SRVS4P2-AD2 e 2EEGE HE
@ DHCP Centenu du serveur DHCP
L roy r = _ P P
om de Fordinsteur SRVSARE-ADE v 8 swvsdp2-ad2domainesdp| o ¢y, e 1192,168.17.0] DHCP_VLAN 17
Pomaine R T Etendue [192.168.27.0] DHCP_VLAN_27

v ] Ftendue[192.168,
it Pool d'adresst
1 Baux d'adress

] Etendue [192.168.37.0] DHCP_VLAN_37
_:j Options de serveur
= Stratégies

Pare-feu Microsoft Defender Domaine : Actif > [E] Réservations i Filt
= . s iltres
Gestion 3 distance Activé ~; Options d'étel
L _ 5| Stratégi
Bureau 3 distance Activé - F:J dra E[?:;_Smg
- . . . » tendue 163,
Association de cartes réseau Désactivé J .
5 || Etendue[192.168.
Ethernet 192.168.17.2 = .
-2 Ootions de servel
re de serveur * Serveur local
,1_;?5 Gestionnaire DNS
i PROPRIETES Fichier Action Affichage 7
Pour SRV54P2-AD2 e (= = Fl = | B =
A e 2@ o= Bm i @6
]
Nom de I'ordinateur SRVS4P2-AD2 & DNS Nom Type
Domaine DOMAINES4P2.local | ¥ d %I?V?PE-P;DZ herche di 31?.168.192.in—addr.arpa Serveur principal intégré & Act..,
v - ‘.ones :rEEJOEI':;A;\IEI;‘F 32?.168.192.in—addr.arpa Serveur principal intégré a Act...
z zEJE;ﬂ:INEMPE.IDCEI 33?.168.192.in—addr.arpa Serveur principal intégré a Act...
Pare-feu Microsoft Defender Domaine : Actif 2 | __I Zohes i= recherchemva
Gestion 3 dist AT > || Points d'approbation
eshen | distenes oy » || Redirecteurs conditionne
Bureau a distance Activé
Association de cartes réseau Désactivé
Ethernet 192.168.17.2

Afin de faciliter la téléadministration des contréleurs de domaine (AD1 et AD2), le
protocole Bureau a distance (RDP) a été activé. L'acces est strictement restreint au
compte Administrateur, dont la sécurité est garantie par une politique de mot de passe



robuste. Parallelement, une sécurisation réseau a été mise en place : les flux RDP vers
ces serveurs sont bloqués en provenance des VLAN utilisateurs (27 et 37) et ne sont
autorisés que depuis le VLAN17 (Serveurs). Le détail des regles de filtrage
correspondantes sera présenté ultérieurement dans ce dossier.

2.4. Supervision Des Machines Du Parc Informatique Avec Zabbix :

Pour assurer la supervision des équipements critiques du Systeme d'Information, la
solution Zabbix a été déployée. Son architecture repose sur des agents installés sur les
machines cibles (communiquant via les ports TCP 10050 et 10051), permettant une
collecte fine de métriques de performance et d'états (espace disque, mémoire vive,
charge CPU, température, etc.). La solution permet également la définition de seuils
d'alerte personnalisés. L'ensemble est piloté et visualisé de maniére centralisée via une
interface Web ergonomique.

2.4.1. Configuration de la VM Debian 13 :

i Datacenter

£ SRVS4P2-PROXMOX
Gl 101 (SRVS4P2-AD1-EXCHANGE) »_ Console 391 GiB
L) 102 (SRVS4F2-AD2) = Hardware d 5 2 (1 sockets, 2 cores) [x86-64-v2-AES]

¥ s pad 2|
] 103 (SRVS4P2-GLPI) - it Default (SeaBIOS)
. 104 (SRVS4P2-ZABBIX) Cloud Detaut
) 105 (SRVSAP2-ARTICA) & Oplions au
o) 106 (SRVS4P2-XIVO) M= Task History .||ur:;
G 107 (SRVS4P2 CONTROLEURWIFI) o i RIEISESB D

Monitor .

] 108 (SRVS4P2-NEXTCLOUD) 5) CD/DVD Drive (ide2) local iso/debian-13.1.0-amd64-netinst iso,media=cdrom, size=783M
[} 110 (PC-Client) LR Hard Disk (sata0) local vm:vm-104-disk 0,5ize=50G, ssd=1
= 111 (Kali-Linux) i Network Device (net0) virio=BC:24:11:0D:42-E3,bridge=vmbi0, firewall=1
L 120 (SRVS4P2-HYPERV-DMZ) © Snapshots

& Summary Add Remove

Configuration réseau de laVM:

> mtu 15

Dans un premier temps, le serveur Web Apache?2 a été installé, ainsi que l'ensemble des
dépendances techniques requises (PHP, modules de base de données...). Suite a la
configuration de ces prérequis, nous avons procédé a linstallation des paquets du
serveur Zabbix. L'initialisation et la configuration finale de la solution ont été réalisées via
l'interface Web d'administration, accessible a l'adresse :

http://192.168.17.4/zabbix (l'adresse IP du serveur Debian).



Tableaux de bord

_ Top hosts by CPU utilization Information systeme
Surveillance "
Host name Utilization imavg 5mavg 15mavg Processes Paramétre Valeur  Détails 0% 0%
i Services . .
= SRVS4P2ADIEX (I 1167 % 237 Le serveur Zabbix est en cours dexécution  Oui localhost:10051 \
) Inventaire v SRVS4P2-AD2 (] 459% 136 Version du serveur Zabbix 742 Nou s N .
S E— : Zabbix server (] 166% 003 002 000 249 -
pports Version du frontend Zabbix 742 N 2o
SRVS4P2-GLP| (] 010% 000 000 000 191
i1l Collecte de données ~ ox® 32.06 % s
piSense-54P2 90 Nombre dhétes (activé/désactive) 5 510
) (L3iE Nombre de modéles 349
- Memory utilization
=/, Utilisateurs v Mamhra d'élémants (activés/désactivasinan  RIT (XYL FEY] L
" Disponibilité de I'hote Problems by severity 2.65GB
oy Administration
26068
0 0 5 5 2 0 w
Mixte Inconnu Total Moyen  Avertiss. Non clas...

e ___\ﬁ‘ﬂﬂm

2.50 GB

Current problems

2.4.2. Déploiement des agents et collecte des données :

Cette phase a consisté au déploiement et a la configuration des agents Zabbix sur
l'ensemble des serveurs critiques de l'infrastructure. Chaque agent a été paramétré pour
autoriser la communication avec le serveur de supervision central. Dans un second
temps, nous avons procédé a la déclaration (création) de ces équipements en tant
gu’”’Hotes” dans l'interface d'administration Web de Zabbix, permettant ainsi le début de
la collecte des données.

Nom & Eléments Déclencheurs Graphiques Découverte  Web Interface Proxy Modéles Etat  Disponibilité
pfSense-54P2 Eléments 144 Déclencheurs 51 Graphiques 42 Découverte 2 Web 192.168.17.254:10050 FreeBSD by Zabbix agent Activé m
SRVS4P2-AD1EX Eléments 163 Déclencheurs 126 Graphiques 14 Découverte 4 Web 192.168.17.1:10050 Windows by Zabbix agent  Activé m
SRVS4P2-AD2 Eléments 34 Déclencheurs 13 Graphiques 5 Découverte 4 Web 192.168.17.2:10050 Windows by Zabbix agent Activé m
SRVS4P2-GLPl  Eléments 62 Déclencheurs 25  Graphiques 14 Découverte 3 Web 192.168.17.3:10050 Linux by Zabbix agent Active EZ3
Zabbix server Eléments 143 Déclencheurs 78 Graphiques 14 Découverte & Web 127.0.0.1:10050 Linux by Zabbix agent, Activé E23

Zabbix server health

Nous avons appliqué des modeéles de supervision (templates) prédéfinis pour configurer
les données a surveiller et définir les seuils d'alerte correspondants dans l'interface
Zabbix



AUILIT! 153 PWWISINSS SUpp IS

Etat de lacquittement LTS Non acquitté | Acquitté

Par moi

Temps  Sévérité v Moment de la récupération Etat Info Hote Probléme Durée Actualiser Actions Tags
14:06:49 Moyen PROBLEME SRVS4P  Windows: "cbVSCService11” (Cobian Backup 11 Service « 40m  Actualiser [ class: os | component: system
2- Volume Shadow Copy ») is not running (startup type automatic)  21s name: Cobian Backup...
ADIEX
14:06:03 - Moyen PROBLEME SRVS4P  Windows: "InventorySvc” (Service d'Appraisal inventaire et 41m  Actualiser [ class: os | component: system]
2- compatibilité) is not running (startup type automatic delayed) @ 7s
ADIEX
14:05:59 *Moyen PROBLEME SRVS4P  Windows: "GoogleUpdaterService143.0.7482.0" (Serv » 41m  Actualiser  class: os | component: system
2 aour Googls (Goog : e
ADIEX  running (startup type automatic) JEB
14.05:58 'Moyen PROBLEME SRVS4P  Windows: "GoogleUpdaterinternalService 143.0.7482.0" (Service  41m  Actualiser [ class: os | component: system]
2- interne de mise a jour Google 12s
ADIEX  (GoogleUpdaterintemnalS: e143.0.7452 0)) is not running
(startup type: automatic) JE
Windows: Memory utilization Windows: Swap usage
100 % 1024 MB
960 MB
50 % 896 MB
! | 832 MB
0%
L EEEEEEEEEE EEEEEEEEEEEE 768 MB
Ah 3883 8820 2R 2R 383 8RR8I RVRSTITISEIEI A T EEEEEEEEEEEEEEE)
o S S S S S B I B O B O O I - B R - - A - > > R R A S A 5 S8 8 8 © A M oo omom oo oNo
L= A - - N~ R - S B - - - - T - - - - T T - T - - T EERE I A A T A A A A S O
:
] ~ =
demier min moy max demier mini mo
= y
B Memory utilization [moy] 42.6246% 42.6246% 42.8129% 42.9445% B Freeswapspace  [moy] 805.07 MB  805.07 MB  805.07 MB
© Déclencheur: Windows: High memory utilization  [> 90] B Total swap space  [moy] 960 MB 960 MB 960 MB

FS [(C:)]: Space utilization chart

M valeur: 99.13 GB (100%)
B Valeur 30.86 GB (31.14%)
M Valeur: 68.26 GB (68.86%)

M 75 [(C)]: Space: Total [demier]
B Fs [(C)]: Space: Used [demier]
B 5 [(C)]: Space: Available  [demnier]

Grace au déploiement de Zabbix, nous avons désormais la maitrise totale de la

supervision du réseau. La plateforme nous permet de surveiller les hbtes et les métriques

de notre choix de maniere flexible, et de configurer des alertes précises pour anticiper les

incidents (surcharge CPU, saturation disque, panne de service...).



2.5. Mise en ceuvre du Proxy Web Artica : Politique de filtrage et page
de blocage

Afin de controler et de sécuriser l'accés Internet des utilisateurs du domaine, la mise en
place d'une solution de filtrage de contenu (par URLs ou catégories) s'est avérée
nécessaire. Le choix s'est porté sur la solution Artica Proxy pour la richesse de ses
fonctionnalités. L'architecture retenue est un déploiement en mode proxy explicite
(direct), incluant l'inspection des flux HTTPS (déchiffrement SSL). Cette fonctionnalité
cruciale nécessite l'importation préalable du certificat d'autorité (CA) auto-signé d'Artica
sur l'ensemble des postes clients pour valider les connexions sécurisées.

2.5.1 Déploiement de UAppliance virtuelle Artica sur Debian 12.2 :

Le déploiement du proxy a été réalisé sur une machine virtuelle Proxmox VE, en utilisant
l'image ISO fournie par Artica. Cette image fonctionne comme une Appliance : il s'agit
d'une distribution Debian Linux pré-configurée intégrant nativement la solution Artica.
Suite a l'installation et aux configurations réseau de base du systeme, l'interface Web
d'administration du proxy est devenue accessible.

Server View

hod Virtual Machine 105 (SRVS4P2-ARTICA) on node "SRVS4P2-PROXMOX

= Datacenter

B> SRVS4P2 PROXMOX
L3 101 (SRVS4P2-AD1-EXCHANGE) >_ Console
L) 102 (SRVS4P2-AD2) Bl
Ll 103 (SRVS4P2-GLPI)
Ll 104 (SRVS4P2-ZABBIX)
S 105 (SRVS4P2-ARTICA) # Options
L)} 106 (SRVS4P2-XIVO) B Task History
L. 107 (SRVS4P2-CONTROLEURWIFI) )

@& Monitor

L 108 (SRVS4P2-NEXTCLOUD)
L} 110 (PC-Client) Backup

& Summary Add

Memory 5.86 GiB

Processors 2 (1 sockets, 2 cores) [x86-64-v2-AES]

BIOS Default (SeaBIOS)

[hsplay Default

Machine Default (1440fx)

SCSI Controller VirtlO SCSI single

Hard Disk (sata0) local-livmovm-105-disk-0,size=50G ssd=1

Network Device (net0) virtio=BC-24:11:69:FB:9A bridge=vmbr0 firewall=1

& Cloud Init

flDwsdw=H




2.5.2. Paramétrage initial de la machine virtuelle (VM)

Install the FireHall

and server information

|

La configuration du proxy Web a été réalisée au travers de Uinterface d’administration
Web d'Artica (WebUI), accessible a l'adresse https://192.168.17.5:9000. La phase initiale
a consisté a déployer l'ensemble des fonctionnalités et modules nécessaires a
l'architecture cible.

E Recherche

Manager

.2 .
cPU | @ 18% RAM | @ 16% ~“W-Requétesactives @ Requétes (©18:15:20 B Catégoriser <2 Membres @B Francais

n SRVS4P2-ARTICA.domaines4p2.local @ Votre Proxy v.6.13
D Descripteurs de fichiers : 0%

D Tableau de bord

O Debian: GNU/Linux 12.12 (bookworm)
& Requétes:13 137

® O Version: v4.50 5P 5 Enterprise Edition
& Mémoire du Proxy :137MiB CPU: 0.02%
© Descriptors 3% | Connections tracking 0% s K Y
202 Membres:2

# RequétesDNS:71
& Sites Internet catégorisés : 76 105 003

Votre systéme Votre Proxy Utilisation disque
Mémoire (5.65 GB) CPU [ o | Charge 3

1.14GB 18% 0.46
tssee) 2024% CPU Utilisé 2CPUs # Charge Max:34 $

NN VS W SV O W




Désinstallé

Désinstalle  Service des

Fonctionnalités proxy

m Proxy service

m Service de filtrage

Désinstallé e obje 1
Désinstallé ~ Cisco's W
Désinstallé Utiliser des proxys parents

m Service Web Proxy.pac (wpad,proxy.pac)

catégories

Désinstallé Compatibilité MikroTiK
Désinstallé API RESTful pour le service Proxy
Désinstallé | Pare-feu d application Web (WAF) (Proxy ACLs)

+ Installer

+ Installer

+ Installer

+ Installer

+ Installer

+ Installer

A Non Installé

+ Installer

+ Installer

Voici un apergu des parametres permettant de bloquer les sites web ciblés avec une

redirection vers la page d'erreur personnalisée. Une étape préliminaire cruciale consiste

a renseigner le fichier hosts local de la machine. L'ajout des résolutions de noms des

serveurs internes est nécessaire pour garantir que le proxy n'intercepte ni ne bloque

l'accés aux services du Réseaux interne.

E

Recherche
Adresse IP

=127.00.1
=

& 192.108.17.2
& 192168471
& 192168172

192.16817.3

Fichier des hotes

Le fichier hosts est un fichier utilisé par le systéme d exploitation d un ordinateur lors de 'accés & un réseau, comme Internet par exemple. Son réle est d"associer des noms d"hétes a des

adresses IP.

Lors de I"accés a une ressource réseau par nom de domaine, ce fichier est consulté avant |'accés au serveur DNS et permet au systéme de connaitre | adresse IP associée au nom de domaine

sans avoir recours & une requéte DNS.

Le fichier hosts est en texte brut et est usuellement nommé hosts. Les medifications sont prises en compte directement. || est présent dans la plupart des systémes d’exploitation.

+ Nouvel élément

Nom D'Héte

SRVS4P2:ARTICA.demaines4p2.local
SRVS4P2:ARTICAdemainesdn.local
SRVS4P2-ARTICAdemainesdn2.local
srysdp2:adlexdemaingsdn2ilocal
srysdp2:ad2.demainesdn?.lecal

srvs4n2:-glpi.domaines4n2./ocal

Alias

SRVS4P2:ARTICA

SRVI4P2-ARTICA

SRV34P2:-ARTICA

srvsdn2:adlex

srysénd-ad?

srvs4n2:glni

Gol

u

u



2.5.3. Certificat Auto-Signé SSL :

A Centredes certificats

Le Centre des certificats vous permet de générer des certificats SSL pour les services qui utilisent les fonctionnalités SSL tels que les serveurs Webs, serve

ificat racine auto-signé 4 Nouveau certificat (CSR) + Certificat Let' sEnarypt ~ Action~

Recherche Go!
Nom Commun Expire Nom D Organisation Addresse Email PFX
SRVS4P2-ARTICA.domainesd4p2.local 2030-10-28 MyCompany Ltd | IT )
postmaster@localhost.localdomain B

15:14:19 (over 5 annees) service
artca-applience [ETETRERY Teororo e peated - >
e PP sl 16:07:07 (over 10 annees) Proxy Unit

2035-10-27
" — - - g 7 P ! 3
Certificat auto-signé ca-root-artica e ni=3EIE 16:19:17 (over 10 annees SI0 | S4P2 ifcsdp2@outlook.fr |

Certificat ca-root-artica

Paramétres Certificats Certificats secondaires info
Emetteur Expice
Nom commun: SRVS4P2- . Autorité racine (CA): m
ARTICA.domaines4p2.local

SSLclient: [ oui |
Nom du pays: FR

SSL server: m
nom d organisation: SIO

Netscape SSL server: m
Certificat

S/MIME signing: [ oui |
Nom commun: ca-root-artica

+ S/MIME encryption: m

Nom du pays: Marseille CRL ssigning: m
Etat ou nom d’une région: PACA Any Purpose: m
Nom de la localité: Marseille OCSP helper: m
nom d organisation: SIO Time Stamp signing: Non
Nom de I'unité d organisation: 54P2 Utilisation de la clé:
addresse email: ifcsdp2@outlook.fr
Niveau de chiffrement: 4096 m




2.5.4. PORTS D’ECOUTES ARTICA + SERVICE SSL :

Ports d écoute (Ports connectés)

Cette section vous permet d'indiquer comment vos navigateurs peuvent étre connectés au proxy.
Elle liste les ports qui peuvent étre utilisés dans les paramétres proxy de vos navigateurs.
Cette méthode autorise I utilisation d"un systéme d’identification tel que Active Directory ou LDAP.

@8 Activer le déchiffrement SSL. ¢} Déploiement du certificat [ Configurer les ports & redémarrage

Ports connectés
Etat Adresse TCP Port DEcoute HTTPS Cache AUTH. Filtre Active
m 127,001 57570 Port Interne(Seulement disponible pour Artica) 7

Interface sortante:Toutes les interfaces

3128 Production port *:3128 Production port - inital setuf =
m Toutes les interfaces P P P v v v [ ]
Certificat ca-root-artica propriétaire: SIO, S4P2

2.5.5. Liste de sites bloqués :

La version d'Artica utilisée ne disposant pas de la licence Enterprise (incluant les bases
de données de filtrage dynamiques), la politique de blocage repose sur la définition
manuelle de listes noires (blacklists) d'URL ou de domaines

Blocage de site web (4 Enregistrements)

Information: Tous les sites listés seront interdits pour tous les utilisateurs
Sivous désirez bloquer des sites internet par utilisateurs ou groupes d'utilisateurs, utilisez le service Service de Filtrage-Web

& bxporter WVider B Appliquer les paramétres

Recherche Go!
Sites Web DEL
© facebook.com ]
© ifefr 5
© instagram.com ]
© iratnihocine.com ]

2.5.6. Définition de la politique de filtrage Web :

La stratégie d'acces par défaut a été conservée car elle répond aux exigences actuelles.
Elle appliqgue un principe de filtrage systématique : tout flux réseau transitant par le
proxy, notamment via le port d'écoute standard 3128, est obligatoirement intercepté et
analysé par le moteur de filtrage Web d'Artica.



Stratégies de filtrage

Cette section indique au proxy s'il doit envoyer les requétes au service de filtrage Web.
Vous pouvez surcharger le proxy pour le forcer  communiquer avec le service de filtrage Web ou lui interdire 3 communiquer avec le filtrage Web.
Dans le cas d'une interdiction, les requétes sont traitées sans filtrage.

+ Nouvelle régle ‘ s | < Recharger WIKI
|

Recherche Go! F

Ordre Régle Description Activé

m 0 Autorisations temporaires  Ne sollicite pas le filtrage Web pour O sites internet

m Défaut Lors de la connexion avec la méthode Toutes méthodes et Pour Tout le Monde (Sauf pour les listes blanches) alors Force |"utilisation du _ _
chau moteur de filtrage web
m Défaut Pour les accés internet a destination de O sites internet, alors contourner le filtrage Web et apliquer les autres régles proxy - - -

2.5.7. SERVICE PAGE D’ERREUR LOCAL + REGLE DE REDIRECTION

Nous avons configuré le proxy pour qu'ilintercepte les requétes Web bloquées et redirige
le client vers la page d'erreur interne. Un point crucial de cette configuration est la prise
en charge des protocoles HTTPS, en plus du HTTP, pour garantir l'affichage de la
notification de blocage en toutes circonstances.

Etat du service Régles de redirection Régles Liste des déblocages Liste des requétes Evénements du service

http://SRVS4P2-

lb @ URLDe Redirection: ARTICA domaines4p2.local:9025
Page d'erreur Web Utiliser Le Service De Page Web Dédié

Démarré Le service dédié est totalement indépendant et permet d offrir la page web d’erreur.

Depuis 23 heures, 45 minutes il peut entrer en conflit avec le service web ou le reverse-proxy.
Mémoire utilisée: 13.48 MB
fichiers: 8/524287

88 Graphique Mémoire #} Graphique CPU

Faites également attention a ne pas utiliser les ports standards tels que 80 ou 443

Ik Mode Verbeux: @ Inactif =]
¢§ Modele Par Défaut: Red Error Page =4

2 Redémarrer
M Port HTTP: *:9025 (SRVS4P2-ARTICA.Domainesdp2.local) &4
'. @ Portssi: @ Inactif =
Etat du service C’) ) &

Actif




2.5.8. Déploiement du Certificat et Des Parametres PROXY Avec GPO :

e Déploiement Du Certificat :

_:_f Editeur de gestion des stratégies de groupe — O X
Fichier ~Action Affichage 7

e 2@ LB XEE HE

> j Journal des événements Délivré a Délivré par
> L@ Groupes restreints EGISRVS4P2-ARTICAdomainesdp2l..  SRVS4P2-ARTICAdomainesdp2loc
> |4 Services systéme
> [ 4 Registre n  Certificat X
> & Systéme de fichiers
» :gj' Stratégies de réseau filaire (IEEE 802.3) Général Deétails Chemin d'accés de certification
> [ Pare-feu Windows Defender avec fonctions avanc
| Stratégies du gestionnaire de listes de réseaux Afficher : <Tout> N
> ;g,' Stratégies de réseau sans fil (IEEE 802.11)
v [ Stratégies de clé publique Champ Valaur
(] Systéme de fichiers EFS (Encrypting File Syster [ valide & partir du mercredi 29 octobre 2025 15:1...
| Protection des données |- | valide jusqu'au samedi 27 octobre 2035 15:19...
.| Chiffrement de lecteur BitLocker SRVS4P2-ARTICA.domainesdp...
| Certificat de déverrouillage réseau pour le chif DQE publique RSA (4096 Bits)
{1 Paramétres de demande automatique de certit | .= |Paramétres de cié publique 05 00
“| Autorités de certification racines de confiance (i) | Utlisation avancée de la clé Tout objet (2.5.29.37.0), Authe...
| Confiance de I'entreprise @Ideﬂﬁﬁcaneur de la clé du sujet 049ea00b3cdal01cdeBdf9esl...
| Autorités de certification intermédiaires @Autre nom de l'objet Nom DNS=SRVS4P2-ARTICAd...
| Editeurs approuvés PEESESEEESSSS - S
I Certificats non autorisés CN = SRVS4P2-ARTICA. domainesdp2. local
.| Personnes autorisées OU = 54P2
> || Stratégies de restriction logicielle E:P“SlEIi?Seille
> & Stratégies de contréle de |'application S = PACA
> S Stratégies de sécurité IP sur Active Directory (DOM C=FR

£ magasin Autorités de certification racines de confiance contient 1 certificat

Modifier les propriétés... Copier dans un fichier...

OK




o Parametre Proxy:

&J Stratégie Configuration_Proxy_ARTICA [SRVS4P2-AD1EX.DOMAINES4P2.LOC/
+ & Configuration ordinateur

> [ Stratégies

> [ Préférences
+ 48 Configuration utilisateur

v [ Stratégies

‘T Parameétres Internet

Nom
q‘Internet Explorer 10 1

Ordre

> (] Paramétres du logiciel ~Arréter le traitement.
> [ Paramétres Windows Paramétres du réseau local X
> [] Modeles d'administration : définitions de stratégies (fichiers ADN
- Configuration automatique
v || Préférences = on automataue peut S > - o
- R ) configuration automatique annu parameétres manuels. Pour
2 I8 Parsentas Wiidows garantir leur utilisation, désactivez la configuration automatique.

v Parametres du Panneau de configuration
%3 Sources de données [ Détecter automatiquement les paramétres de connexion
Q Périphériques
q Options des dossiers
& Paramétres Internet e
Q Utilisateurs et groupes locaux
Options réseau

Utiliser un script de configuration automatique

tg Options d'alimentation Serveur proxy

=] lmp.rimant'es Utiliser un serveur proxy pour votre réseau local. (Ces paramétres ne

0 Options régionales 8 s'appliqueront pas & des connexions d'accés a distance ni a des connexions
(&) Taches planifiées VPN.)

B, Menu Démarrer Adresse : 192.168.17.5 Port: 3128 Aanc..,

8 Ignorer le serveur proxy pour les adresses locales

’aramétres Internet —
- 7 I URJED UE sualeyie ue groupe OK | Annuler

> |y Filtres WMI T
T swatégie GPO_Proxy Verrouilage [sRvs4p2-AD1EXDX | [T et Erplorer
~ % Configuration ordinateur o N
= . Empécher la modification des Paramétre Etat
> | Stratégies amatres de prox
5> 7 Préférences par: proxy \i=) Placer la barre de menus au-dessus de la barre de navigation Non configuré
v i Configuration utilisateur Modifier le paramétre de stratégie Personnaliser la chaine de I'agent utilisateur - Non conf!gure
v [ Stratégies Ne pas autoriser les utilisateurs a activer ou désactiver les mo..  Non configuré
> | Paramétres du logiciel Configuration requise : Masquer la notification de retrait d'Internet Explorer 11 Non configuré
> [ Paramétres Windows Au moins Internet Explorer 5.0 i Liste verte des fenétres publicitaires Non configuré
~ [ Modéles d'administration : définitions de Description : |53 Limiter la sortie de découverte de sites par zone Non configuré
> :J Bureau Ce paramétre de stratégie spécifiesi 33 Limiter la sortie de découverte de sites par domaine Non configuré
~ [l Compasants Windows un utilisateur peut modifier des \i=| Laisser les utilisateurs activer et utiliser le mode Entreprise da..  Non configuré
[ Caleulatrice paramétres de proxy. :=| Interdire la fonctionnalité « Corriger les paramétres » Non configuré
] calendrier Windows = ) R . A . S
= 4 o6 Wind Si vous activez ce paramétre de i) Identity Manager : empécher les utilisateurs d'utiliser des ide..  Non configuré
. Centre de mobilité Windows stratégie, |'utilisateur ne peut pas i=) Envoyer tous les sites non inclus dans la liste des sites en mo..  Non configuré
|| Collecte des données et versions d fi I étres d 2 " ’ S
§ contigurer les parametres de proxy. Empécher le contournement des avertissements du filtre Sma..  Non configuré
[ Compatibilité des applications R . . o
. . L . - Empécher le contournement des avertissements du filtre Sma.. Non configuré
» [] Console de gestion Microsoft Sivous désactivez ce paramétre de Empécher la narticinati o d'amélioration de . N fiquré
B Contenu doud stratégie ou si vous ne le configurez mpécher la participation au Programme d‘amélioration de I'... on configuré
7 Copilot Windows pas, |utilisateur peut configurer les :=| Empécher la modification du niveau de filtrage des fenétres ..~ Non configuré
. op - : parameétres de proxy. Empécher la modification du moteur de recherche par défaut ~ Non configuré
] Dossiers de travail —
rame

] Emplacement et capteurs s
Empécher la gestion du filtre SmartScreen Non configuré

[ Exécution de |'application

> 1 Explorateur de fichiers \i=] Empécher la gestion du filtre anti-hamegonnage Non configuré
(] FluxRss =) Empécher la gestion de la liste des exceptions du bloqueurd..  Non configuré
(] Gadgets du Bureau i=| Empécher la configuration du mode d'ouverture des fenétres Non configuré

» ] Gestionnaire de fenétres du Burear Empécher la configuration de la création d'un onglet Non configuré
[] Gestionnaire de pices jointes Empécher l'installation par utilisateur des contréles ActiveX Non configuré
1 IME Empécher I'exécution de I'Assistant Premiére exécution Non configuré
[ Interface utilisateur d'informations Empécher l'affichage de la liste de recherche d'Internet Explor..  Non configuré
1 Interface utilisateur latérale Empécher I'accés a I'aide d'Internet Explorer Non configuré

» | Internet Explorer ‘ Désactiver Rouvrir la derniére session de navigation Non configuré

v

] Lecteur multimédia Windows = Désactiver les suaaestions de tous les mateurs de recherchei..  Non confiauré



2.5.9: TEST GPO PROXY :

Nous nous sommes connectés a une session du domaine pour contrbler si les
parametres du proxy étaient correctement forcés. Une GPO de sécurité restreignant
l'acces au panneau de configuration, nous avons dd la désactiver momentanément pour
les besoins du test.

Modifier le serveur proxy

Utiliser un serveur proxy

ctive

Adresse IP du proxy Port
192.168.17.5 3128

Utilisez le serveur proxy sauf pour les adresses qui commencent par les entrées
suivantes. Utilisez des points-virgules (;) pour séparer les entrées.

Ne pas utiliser |le serveur proxy pour les adresses (intranet) locales

Enregistrer




ﬁ certmgr - [Certificats - Utilisateur actuel\Autorités de certification racines de confian... — O X
Fichier Action Affichage ?

o 2@ 42 XEE|H -

G Certificats - Utilisateur actuel Délivré 3 Délivré par
| Personnel

== : o || EslMicrosoft ECC Product Root Ce... Microsoft ECC Product Root Certi...
v || Autorités de certification raci

R R R LGS SRVS4P2-ARTICA.domainesdp2.... SRVS4P2-ARTICA.domainesdp2.lo...
|| Racines de confiance de carte|| g!Starfield Services Root Certificat... Starfield Services Root Certificate ...
[51 Symantec Enterprise Mobile Ro... Symantec Enterprise Mobile Root ...
gl Thawte Timestamping CA Thawte Timestamping CA

3 VeriSign Class 3 Public Primary ... VeriSign Class 3 Public Primary Ce...
(5] VeriSign Universal Root Certific... VeriSign Universal Root Certificati...

— . EglMicrosoft ECC TS Root Certifica... Microsoft ECC TS Root Certificate...
: _'j'entreprise 2] Microsoft Root Authority Microsoft Root Authority
- Bl Miiiotis e caiication nie 2]Microsoft Root Certificate Auth... Microsoft Root Certificate Authori...
> [5] Objet utilisateur Active Direct [;]Microsoft Root Certificate Auth... Microsoft Root Certificate Authori...
5 [ Editeurs approuvés gl Microsoft Root Certificate Auth... Microsoft Root Certificate Authori...
5 [ Certificats non autorisés gl Microsoft RSA Root Certificate ... Microsoft RSA Root Certificate Au...
> [ Autorités de certification raci gl Microsoft Time Stamp Root Cer... Microsoft Time Stamp Root Certif...
5 [ Personnes autorisées 5INO LIABILITY ACCEPTED, (c)97 ... NO LIABILITY ACCEPTED, (c)97 Ve...
>
>

I e manacin Autaritéc de certificatinn racinec de confiance contient 76 certific

Le certificat a bien été importé dans le magasin de la machine.



TEST LISTE DE SITES PERSONNELLE :

@ ERROR: The requested URLcow X =+

C 23 iratnihocine.com

@ ERROR

The requested URL could not be retrieved

The following error was encountered while trying to retrieve the URL: https://iratnihocine.com/*
Access Denied.

Access control configuration prevents your request from being allowed at this time. Please contact your
service provider if you feel this is incorrect.

Your cache administrator is squidadm @SRVS4P2-ARTICA.domaines4p2.local.

Generated Sat, 22 Nov 2025 18:14:51 GMT by SRVS4P2-ARTICA.domaines4p2.local (squid)
Artica Proxy, version 4.50.000000

& ERROR: The requested URLco. X+

C &% ifcfr

@ ERROR

The requested URL could not be retrieved

The following error was encountered while trying to retrieve the URL: https://ifc.fr/*
Access Denied.
Categorie: Schools Educationalsrn:BLACKshieldsblock:Yes

Access control configuration prevents your request from being allowed at this time. Please contact your
service provider if you feel this is incorrect.

Your cache administrator is squidadm @SRVS4P2-ARTICA.domaines4p2.local.

Generated Sat, 22 Nov 2025 18:15:30 GMT by SRVS4P2-ARTICA.domaines4p2.local (squid)
Artica Proxy, version 4.50.000000




TEST ACCES AU RESTE DES SITES PERMIS :

G Google x + =

> C 25 google.com/webhp?hl=fr&sa=X8&ved=0ahUKEwiU_ODproaRAxVaQ6QEHfpsKdQQPAgI!

ropos  Google Store Gmail Images

Google

(=
)

Recherche Google J'ai de la chance

G Accueil - GLPI X + _ o

(¢} A\ Non sécurisé  srvsdp2-glpi.domainesdp2.local/Helpdesk W ®

GLPI B

Besoin d’'aide ? Une question ?



v srvsdp2-adiex.domainesdp?.local/owa/auth/logon.aspx?replaceCurrent=18url=https%3a%2f%2fsrvsdp2-adiex.domai...

@ Outlook

Domaine\nom d'utilisateur :

Mot de passe :

(® se connecter




BTS SERVICES INFORMATIQUES AUX ORGANISATIONS SESSION 2026
ANNEXE 9-1-A : Fiche descriptive de réalisation professionnelle (recto)

Epreuve E5 - Administration des systémes et des réseaux (option SISR)

DESCRIPTION D’UNE REALISATION PROFESSIONNELLE N° réalisation : 2

Nom, prénom : IRATNI Hocine N° candidat :

Epreuve ponctuelle X Contréle en cours de formation [] |Date: 06 /06 /2026

Organisation support de la réalisation professionnelle : Organisation fictive « DIGITEX » - Plot « S4P2 » IFC
Marseille

Intitulé de la réalisation professionnelle : Mise en place de services dans le réseau pour répondre aux besoins
des utilisateurs du systéme d’information — Configurer en fonction des besoins des services sur le réseau de
niveau physique et logique, assurer leur fonctionnalité, leur disponibilité, ainsi que leur sécurité face aux
menaces.

Période de réalisation : 10/2024 - 05/2026 Lieu : Centre de Formation IFC Marseille, Plot S4P2

Modalité : X seul(e) [ ] En équipe

Compeétences travaillées
X] Concevoir une solution d’infrastructure réseau

X Installer, tester et déployer une solution d’infrastructure réseau

X Exploiter, dépanner et superviser une solution d’infrastructure réseau

Compeétences travaillées
X] Concevoir une solution d’infrastructure réseau

X Installer, tester et déployer une solution d’infrastructure réseau

X Exploiter, dépanner et superviser une solution d’infrastructure réseau




Conditions de réalisation® (ressources fournies, résultats attendus) :

Ressources fournies :

Un PC avec clavier et souris USB, utilisé comme base pour construire et configurer l'infrastructure, et
pour l'administration de celle-ci ;

Un PC portable utilisé comme PC Client pour simuler des utilisateurs du Sl (Systéme d'Information) de
I'organisation ;

Un PC avec un disque dur attribué a un serveur PROXMOX VE (environnement de virtualisation utilisé
pour héberger et administrer des serveurs virtualisés) ;

Un espace disque de stockage dédié aux serveurs virtuels PROXMOX sur un serveur de sauvegarde
PROXMOX BACKUP ;

Un PC avec un disque dur attribué a un serveur PFSENSE (routeur/Firewall) possédant 3 cartes
réseaux dont une avec deux interface réseaux et donc 4 ports Ethernet ;

Serveur HYPERYV Virtualisé sur Proxmox pour la virtualisation qui sera utilisé pour serveurs accessible
de I'extérieur du réseau et mise a disposition de réseaux externes (comme un serveur WEB par
exemple) ;

Trois écrans VGA/HDMI ;

Une prise Ethernet murale, reliée au réseau WAN de I'établissement IFC Marseille, représentant
I'arrivée internet de 'organisation ;

Des cables Ethernet RJ45 en nombre suffisant ;

Un switch NETGEAR GS308Ev4 a 8 ports ;

Deux multiprises ;

Des clés USB pour les installations de systémes d’exploitation

Un serveur NAS commun aux BTS SIO de I'établissement auquel nous avons acceés via des identifiants
personnels contenant des ressources indispensables a notre progression (cours, procédures, travaux
d’autres étudiants, logiciels, etc.)

Différentes solutions logicielles et applicatives disponible au téléchargement sur le WEB (voir
ressources logicielles utilisées’ dans la section ‘description des ressources’).

Résultats attendus :

Un service de déclaration d’incident et demande d’assistances a travers pour centraliser
I'assistance informatique aux utilisateurs :
Un serveur GLPI (Gestionnaire Libre de Parc Informatique) installé sur une machine virtualisée Debian

permet a chaque utilisateur du domaine AD de I'organisation de créer des tickets (déclarer un incident ou
demander de 'assistance informatique) sur une session individuelle liée au compte du domaine, et les
envoyer a 'administrateur. L'administrateur peut accéder a une session serveur qui centralise les tickets
envoyer par les utilisateurs, les classes en fonctions des critéres configurés.

Un systéme de messagerie interne dans le domaine AD fonctionnel pour les utilisateurs :
Un serveur de messagerie Interne MICROSOFT EXCHANGE est installé et configuré sur le contréleur

de domaine principale, lié au domaine ainsi qu’a I'annuaire AD, il met a disposition des utilisateurs du
domaine une boite de messagerie individuelle qui permet d’échanger des mails au sein de I'organisation.
L’administrateur peut créer ou supprimer a sa guise des ‘boites aux lettres’ en fonction des besoins de
I'organisation et peut gérer les configurations depuis sa session serveur.




- Un sous-réseau dédié a des invités avec un accés Wi-Fi sécurisé :
Mise en place d’'une borne Wi-Fi sur le réseau LAN de 'organisation dans un VLAN dédié aux utilisateurs
passagers du Sl devant accéder a des ressources numériques temporairement. Une connexion
Sécurisée avec un portail captif et des identifiants transmis dans la confidentialité, un SSID un service
DHCP et DNS dédié sur le serveur Windows AD ainsi que des regles de filtrage firewall.

- Un ensemble de regles de filtrage Firewall pour assurer la confidentialité des échanges et la sécurité
Des équipements et serveurs sensibles :

Une configuration de filtrage sur le pare-feu PFSENSE de sorte a garantir que seuls les utilisateurs
Légitimes et habilités du réseau puissent accéder aux différentes ressources, machines, serveurs du
Réseau. Garantir la sécurité des machines sensibles faces aux menaces extérieurs, garantir le
Cloisonnement des sous-réseaux en fonction des départements du Sl et des critéres de I'organisation.

- Tunnel VPN (Virtual Private Network) sécurisé pour un acces distant aux ressources du réseau local
pour les utilisateurs du Sl de I'organisation :

Les utilisateurs du Sl étant habilités a accéder a distance (depuis des réseaux externes, en passant par
Internet) aux ressources du réseau local de I'organisation disposent d’'une connexion VPN chiffrée leur
Permettant d’accéder en toute sécurité au réseau et a ses ressources, avec des regles pour garantir des
Acces légitimes et autorisés.

5 En référence aux conditions de réalisation et ressources nécessaires du bloc « Administration des systémes et des réseaux »
prévues dans le référentiel de certification du BTS SIO.




Description des ressources documentaires, matérielles et logicielles utilisées®

Ressources matériels et documentaires utilisées : (voir ‘conditions de réalisations’)

Ressources logicielles utilisées :

Page WEB d’administration UniFi OS ;

Distribution LINUX Debian 13 ;

Solution GLPI (11.0.0) ;

Gestion de base de données MariaDB et MySQL ;

Solution de messagerie Microsoft EXCHANGE 2019 (CU15) ;
Annuaire LDAPS Active Directory ;

Page WEB d’administration NETGEAR GS108Ev4 ;
Administration WEB PFSENSE ;

Logiciel client OpenVPN (2.6.7) ;

Modalités d’accés aux productions’ et a leur documentation?® :

Les différentes ressources de I'infrastructure sont accessibles par le poste administrateur dans le VLAN dédié a
I'administration, sur des pages WEB d’administration (voir section ‘répertoire identifiants et sessions’ du dossier).
La documentation - mise a part le présent dossier — est disponible sur mon site portfolio dans la section :

https://iratnihocine.com

5 Les réalisations professionnelles sont élaborées dans un environnement technologique conforme a 'annexe I1.E du référentiel

du BTS SIO.

7 Conformément au référentiel du BTS SIO « Dans tous les cas, les candidats doivent se munir des outils et ressources techniques
nécessaires au déroulement de I'épreuve. lIs sont seuls responsables de la disponibilité et de la mise en ceuvre de ces oultils et
ressources. La circulaire nationale d’organisation précise les conditions matérielles de déroulement des interrogations et les
pénalités a appliquer aux candidats qui ne se seraient pas munis des éléments nécessaires au déroulement de I'épreuve. ». Les
éléments nécessaires peuvent étre un identifiant, un mot de passe, une adresse réticulaire (URL) d’un espace de stockage et de
la présentation de I'organisation du stockage.

8 Lien vers la documentation compléte, précisant et décrivant, si cela n’a été fait au verso de la fiche, la réalisation, par exemples
schéma complet de réseau mis en place et configurations des services.


https://iratnihocine.com/
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ANNEXE 9-1-A : Fiche descriptive de réalisation professionnelle
(verso, éventuellement pages suivantes)

Epreuve E5 - Administration des systémes et des réseaux (option SISR)

Descriptif de la réalisation professionnelle, y compris les productions réalisées et schémas explicatifs

Schéma de la réalisation :
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3.1. Solution de gestion de parc et Helpdesk : GLPI (Tickets, Incident et
demande d’assistance) :

Afin d'optimiser la prise en charge des demandes d'assistance technique au sein de
DIGITEX, nous avons déployé la solution GLPI. Outil de gestion de parc et d’Helpdesk,
GLPI a été interconnecté avec 'Active Directory local. Cette intégration permet aux
utilisateurs de s'authentifier avec leurs identifiants de domaine habituels pour accéder
a leur portail et soumettre des tickets d'incidents, qui sont ensuite centralisés pour
traitement par 'administrateur. La solution est hébergée sur une machine virtuelle
Ubuntu Server 24.04, déployée sur l'infrastructure Proxmox VE et configurée comme
suit:

3.1.1. Machine Virtuelle :

Datacenter
SRVS54P2-PROXMOX
L 101 (SRVS4P2-AD1-EXCHANGE) >_ Console =g Memory 3.91 GiB

& Summary lemove dit Disk Action

) 102 (SRVS4P2-AD2) H Hardware B Processors 2 (1 sockets, 2 cores) [x86-64-v2-AES]
! 103 (SRVS4P2-GLPI) BIOS Default (SeaBIOS)
L)L 104 (SRVS4P2-ZABBIX)

P 105 (SRVS4P2-ARTICA) £ Options
L2 106 (SRVS4P2-XIVO) B Task History
L} 107 (SRVS4P2-CONTROLEURWIFI)

P 108 (SRVS4P2-NEXTCLOUD)

()l 110 (PC-Client) Backup

& Cloud-Init
Display Default

Machine Default (1440fx)
SCSI Controller VirtlO SCSI single
w2 ety Hard Disk (sata0) local-lvm:vm-103-disk-0,size=50G, ssd=1

Network Device (net() virtio=BC:24-11-A4-C8-3A bridge=vmbr0 firewall=1

I Ds{dmwm

3.1.2. Configurations de la Machine :

]
| @ root@SRVS4P2-GLPI: fhome/sia — a X

> noqueue state UNKNC

brd 00:00:00:00:00:00

mtu 1500 gd




MARIADB MYSQL BASE DE DONNEE GLPI :

Nous avons créé une base de données MariaDB, comme pour le serveur Zabbix (glpidb
avec glpiuser possédant tous les droits.

1 -u root -p
d:
Welcome to the MariaDB monitor. Commands end with ; or \g.
Your MariaDB connection id is 35
Server version: 10.11.13-MariaDB-Oubuntu0.24.04.1 Ubuntu 24.04

Copyright (c) 2000, 2018, Oracle, MariaDB Corporation Ab and others.

Type 'help:' or '"\h' for help. Type '\c' to clear the current input statement.

rows in set

MariaDB [ (none) ]>



3.1.3. Acces Interface WEB GLPI :

Le déploiement de GLPI a nécessité l'installation préalable des prérequis logiciels,
incluant le serveur HTTP Apache. Une fois l'application installée, l'acces a l'interface
Web d'administration a été validé localement depuis la machine SRV-GLPI. La premiere
connexion s'effectue via 'URL http://192.168.14.3/glpi, en utilisant le compte
administrateur de la base interne locale.

c A\ Nonsécurisé  192.168.17 3/front/central php

G LP’ @ Accueil Rechercher Q

= Chercher dans le menu @ Tableaudebord & Vuepersonnelle & Vuegroupe @ Vuegiobale 3\ FluxRSS S Tous

Parc -
® Central + G ¢C B < 0] [c4 o
69 Assistance
B Gestion
£ Outils ) as [0 & o )
Logiciel Ordinateur Matériel Téléphone @ Nouveau En cours (Attribué) (il En cours (Planifié)
2 Administration v réseau @:Résolu Clos
oo .
Licence Moniteur Baie Imprimante
2
5
A 5 A 1
Aucune donnée trouvée Gale il Statuts des tickets
&£ Réduire le menu e 0.5
Ordinataurs nar Matérisls
( LPI @ Accueil / 69 Assistance / O Tickets + 2 0O Rechercher Q . -
= Chercher dans le menu
1 1 0 0 o o = =0 G, 4
Ticket @ Tickets © Tickets en" Tickets ™ - Tickets o Tickets g
@ Parc A S SRR e e e Forprkio
69 Assistance Q@ M. Gilm Da &
@ Tableau de bord ID TITRE STATUT DERNIERE MODIFICATION “ DATE D'OUVERTURE PRIORITE ~ DEMANDEUR - DEMANDEUR ATTRIBUE A - TECHI
- 3 test @ Nouveau 2025-10-07 09:00 2025-10-07 09:00 Basse toto i
© Tickets
+ Créer un ticket 20 lignes / pages De 121 sur1lignes

Catalogue de
services

& Problémes

£ Changements

E8 Planning

@ statistiques

C’estici que les tickets des utilisateurs du domaine remonteront.



3.1.4. Configuration de la liaison LDAPS avec 'Active Directory

Afin d'automatiser le provisionnement des comptes utilisateurs dans GLPI et de

permettre une authentification centralisée via les identifiants du domaine Active
Directory, nous avons configuré une liaison d'annuaire sécurisée. Nous avons basculé
sur le protocole LDAPS via le port 636, garantissant ainsi le chiffrement SSL/TLS des
échanges d'authentification entre le serveur GLPI et le contréleur de domaine.

Q =~ ™o~ in &
NOM SERVEUR DERNIERE MODIFICATION  ACTIVE
SRV-AD1 Idaps://srvsdp2-adiex.domainesdpZ2.local 2025-10-04 17:25 Qui
20 1-1/1

a Annuaire LDAP - SRV-AD1-1D 1

Annuaire LDAP

Nom

Qs Tester

2 Utilisateurs SRV-AD1

A Groupes Serveur par défaut Activé

Informations avancées Oui - Oui ~

Réplicats

Serveur Port (par défaut 389)

£ Historique 11

Idaps://srvs4p2-adiex.domaines4p2.local 636
S Tous

Commentaires

#~

(&(objectClass=user)(objectCategory=person)(!

Filtre de (userAccountControl:1.2.840.113556.1.4.803:=2)))

connexion

BaseDN DC=DOMAINES4P2,DC=local



Utiliser bind 2

Oui ~

DN du compte
(pour les
connexions non
anonymes)

Administrateur@domainesdp2.local

Mot de passe du

compte (pour les sessseendl

connexions non ) Effacer

anonymes)

Champ de l'identifiant Champ de synchronisation ?
samaccountname objectguid

[ Supprimer définitivement 2 sauvegarder

Cette opération a permis de réaliser avec succes l'importation de l'ensemble des
comptes utilisateurs ciblés appartenant au domaine Active Directory
DOMAINES4P2.local



O =@ Rechercher -

IDENTIFIANT

glpi

post-only

tech

normal

glpi-system

Administrateur

Userd

User1

User2

user3

T Trier ~

NOM DE FAMILLE

Support

E-MAILS

Administrateur@domaines4p?2.local



3.1.5. Validation de l'acces utilisateur (« EMPLOYE ») et soumission
d'un ticket GLPI.

Une phase de validation fonctionnelle est réalisée en utilisant un compte utilisateur
standard du domaine (ex: User1). L'acces au portail est initié via le raccourci déployé
par Stratégie de Groupe (GPO), assurant une expérience utilisateur simplifiée.
L'authentification est vérifiée en utilisant les identifiants de session Active Directory
habituels. Le test se conclut par la création d'un ticket d'incident pour valider la chaine
complete du service support.

Authentification - GLPI x +

C A Nonsécurisé  srvs4p2-glpi.domaines4p?.local/index.php?noAUTO=1

GLPI

Connexion a votre compte

Identifiant

User1

Mot de passe

Source de connexion

SRV-AD1 v

Se souvenir de moi

Se connecter



USER1

2 Self-Service <

< Entité racine
%y Frangais =

@ Aide

Besoin d'aide ? Une quesi .. ..

S, Mes préférences

Rechercher des articles de la base de connaissances ou des formulaires 5 Déconnexion
Parcourir les articles : Signaler un probléme Demander un service
.
d'aide Demander du support Demander un service
Unir tanie lae articlae auprés de notre éauine réalisé par notre éauine.
Observateurs

x & tech x A glpi

Titre

Test Incident

Description *

|
[
.
il
il
Il
©®
i
<
S
&l

Paragraphe v B I A v = = &£ <o el

Test Incident 23/11.

.7 Enunuar




Formulaire envoyé

Votre formulaire a été envoye avec succes.

{2t Retour a I'accueil [ Voir mes tickets

2_ @ O- il 0 . 2)\ O_ , & 0. ' =
Tickets Tickets en Tickets assignés Tickets résolus Tickets fermeés
attente

0l Za Rechercher ~ T Trié par Derniére modification + G iy

ID TITRE STATUT DERNIERE MODIFICATION “  DATE D'OUVERTURE PRIORITE DEMANDEUR - DEMANDEUR ATTRIBUE A -

4 TestIncident @ Nouveau 2025-11-23 15:48 2025-11-23 15:48 Basse Userl i

En conclusion, nous avons déployé avec succes une solution de gestion des incidents
et des demandes d'assistance (Helpdesk) pour l'organisation DIGITEX. Les utilisateurs
du domaine disposent désormais d'un espace personnalisé pour signaler leurs requétes
a la DSI. Grace a la centralisation offerte par GLPI, les problématiques techniques du
Systeme d'Information peuvent étre gérées de maniére organisée et efficiente.



3.2. Messagerie Interne Microsoft EXCHANGE :

Afin de répondre aux exigences de communication et de collaboration au sein de
l'organisation DIGITEX, la mise en ceuvre d'une infrastructure de messagerie Microsoft
Exchange Server en locale a été décidée. Une intégration native avec l'annuaire Active
Directory est implémentée. Elle permet le provisionnement automatique des boites aux
lettres et l'acces unifié pour les utilisateurs via leurs identifiants de domaine habituels,
suivant la méme logique que pour le service GLPI.

3.2.2. Interface d’administration Exchange, Import des Utilisateurs :

Suite a l'installation du serveur Exchange, les configurations initiales ont été réalisées
via l'interface d'administration Web (Exchange Admin Center) accessible a l'adresse
https://srvs4p2-ad1ex.domaines4p2.local/ecp. En utilisant les privileges
d'Administrateur du domaine pour la connexion, nous avons ensuite procédé a
l'activation des boites aux lettres pour les utilisateurs existants de l'annuaire Active
Directory local

Une boite de messagerie personnelle a été créée pour chaque utilisateur importé.

v b4 Centre d'administration Exchar X + 7= =

o c 25 srvs4p2-adiex.domaines4p?.local/owa/auth/logon.aspx?replaceCurrent=1&url=https%3a%2{%2fsrvsdp2-adlex... ¥¢ & Navigation privée

Centre d'administration|

Domaine\nom d'utilisateur :

Administrateur

Mot de passe :

(® se connecter




ﬂ ENTREPRISE  Office 365

Centre d'administration Exchange

destinataires boites aux lettres groupes ressources contacts boite aux lettres partagée migration

autorisations

gestion de la conformité +- P& -
o NOM D'AFFICHAGE 4 | TYPE DE BOITE AUX LE.. | ADRESSE DE COURRIER
organisaticn
Administrateur Utilisateur Administrateur@domaines4p2.local
protection User1 Utilisateur user1@domaines4p2.local
User2 Utilisateur User2@domaines4p2.local
flux de courrier user3 Utilisateur user3@domaines4p?.local
obile User4 Utilisateur Userd@domaines4p?2.local
Mmoo

dossiers publics
serveurs

hybride

3.2.3. TEST BOITE DE MESSAGERIE UTILISATEUR :

La validation fonctionnelle de la messagerie est réalisée depuis un poste client
standard. L'acces a l'interface Outlook Web App (OWA) s'effectue via l'URL interne
https://srvs4p2-adiex.domaines4p?2.local/owa , rendue facilement accessible grace a
un raccourci déployé par GPO. Un compte utilisateur test du domaine (ex: User1) est
utilisé pour l'authentification. Le bon fonctionnement du service est confirmé par l'envoi
et la réception réussis d'un courriel de test vers un autre destinataire interne (ex: le
compte Administrateur).



https://srvs4p2-ad1ex.domaines4p2.local/owa

v

(.

m Outlook X

+

i3]

C %% srvs4p2-adiex.domainesdp2.local/owa/auth/logon.aspx?replaceCurrent=18&url=https%3a%2f.. € W ®

Cc

test mail 1

A n Administrateur

@ Outlook

Domaine\nom d'utifisateur :

[
| Userl

Mot de passe :

== ]

(® se connecter

Ca

test mail 1
23/11.

=

AA A B I U

,.
Il
I

|2
b

I[1]

11|

1]

®

i}

X



o=

25 srvsdp2-ad1ex.domainesdp?2.local/owa/#path=/mail

ye () Nouveau |V £ Marquer tout comme lu
Administrateur
" . . . Administrateur@domainesdp2.local
Boite de reception Filtrer v
I Modifier
User1
test mail 1 17:47 Quvrir une autre boite aux lettres...
test mail 123/

Se déconnecter
|

En conclusion, le déploiement de cette infrastructure Exchange locale répond
parfaitement aux exigences de confidentialité des communications internes au
domaine Active Directory. Les collaborateurs disposent désormais d'une plateforme
centralisée garantissant des échanges de données sécurisés, simplifiés et maitrisés au
sein de l'organisation.

3.2.4. Automatisation du provisionnement des boites aux lettres via
PowerShell

Le script d'automatisation PowerShell, précédemment présenté pour le déploiement
des comptes utilisateurs AD, integre également un module dédié au provisionnement
automatique des boites aux lettres Exchange.

3. 3. DEPLOIEMENT DE L'INFRASTRUCTURE WI-FI MULTI-VLAN
(STAFF & INVITES)

Afin de répondre aux besoins de mobilité de l'entreprise Digitex tout en garantissant la
sécurité des données, une architecture Wi-Fi centralisée a été mise en place via une
borne Ubiquiti UniFi U7 Lite pilotée par un contréleur sous Debian (192.168.17.7).
Cette borne diffuse deux réseaux distincts (SSID), dont les flux sont ségrégués des la
source grace au marquage 802.1Q.



1. Réseau Invités (VLAN 37 -192.168.37.0/24) :

Dédié aux visiteurs, ce réseau offre un acceés Internet strictement isolé du réseau de
production.

L'authentification est assurée par un Portail Captif hébergé sur le contréleur, imposant
la validation des CGU et garantissant la tragabilité légale des connexions.

La sécurité est déléguée au pare-feu PfSense qui assure le relais du service DHCP
(évitant l'exposition de l'AD interne) et bloque tout acces vers les réseaux locaux
(LAN/Serveurs), n'autorisant que le trafic Web vers le WAN.

2. Réseau Collaborateurs (VLAN 27 - 192.168.27.0/24) :

Réservé aux employés, ce SSID ("STAFF") permet l'accés aux ressources internes
nécessaires a l'activité.

La borne tague les trames sortantes avec l'ID 27, permettant au commutateur et au
routeur de traiter ce flux différemment des invités.

Des regles de pare-feu spécifiques autorisent l'acces aux serveurs de fichiers et
imprimantes, tout en maintenant le cloisonnement nécessaire vis-a-vis des zones
critiques.

3.3.1. CONFIGURATION GENERALES:

Name VLAN ID Router Subnet
Ll Default 1 Third-party Gateway ~ 192.168.1.0/24
rha Networkd VILAN-27-STAFF 27 Third-party Gateway
VLAN-37-NVITE 37 Third-party Gateway
Mew Virtual Metwork Manage
mDNS () Default *

Edit (1)



Name Network Broadcasting APs WiFi Band

Wifi-S4P2-STAFF VLAN-27-STAFF (27) All APs 24GHz 5GHz
WIFI-S4P2-INVITE VLAN-37-NVITE (37) All APs 24 GHz 5GHz
Create New Manage

@ For optimal loT interoperability, we recommend creating a dedicated network for your 2.4 GHz loT devices.

WIFI-DIGITEX-INVITE

Bienvenue sur le Wi-Fi Invités Digitex

| accept the Terms of Service

Se connecter

Powered by UniFi

Les invités bénéficient ainsi d'une connectivité Web, sans que cela ne constitue une
menace pour l'intégrité des ressources internes de l'entreprise



3.4. Sécurisation et cloisonnement réseau via PfSense

L'infrastructure réseau et les services étant désormais opérationnels, la sécurisation
des échanges nécessite le déploiement d'une politique de filtrage stricte sur le pare-feu
PfSense. Cette étape vise a garantir le cloisonnement logique des différentes zones
(VLANS) et a protéger les ressources sensibles en appliquant le principe du moindre
privilege. Concretement, les regles de pare-feu sont configurées pour restreindre les flux
réseaux, assurant que seuls les utilisateurs et services didment habilités puissent
accéder aux applications critiques, tout en bloquant systématiquement tout trafic non
légitime pour préserver l'intégrité du systeme d'information.

3.4.1 Regles Interface VLAN-17

Le sous-réseau Serveurs (VLAN 17) estisolé des utilisateurs par des regles de filtrage
autorisant uniquement les services nécessaires. Aucune restriction interne n'est appliquée
entre les serveurs. Parallelement, l'activation du module Snort assure une surveillance active
(IDS) pour détecter les intrusions potentielles.

Floating WAN LAN DMZ WVLAN_37_INVITE WVLAN17_SERVEUR VLAN_27_STAFF OpenVPN
Rules (Drag to Change Order)
(u] States Protocol Source Port  Destination Port Gateway Queue  Schedule Description Actions
O ~  129/110.49 GiB IPv4* * * * * * none G 00m X
3 3 EE3
Snort Interfaces Global Settings Updates Alerts Blocked Pass Lists Suppress IP Lists SID Mgmit Log Mgt Sync
Interface Settings Overview
Interface Snort Status Pattern Match Blocking Mode Description Actions
O  WAN(igbd) QO CE® AC-BNFA DISABLED WAN S Om
VLAN17_SERVEUR (em0.17) QO CE AC-BNFA DISABLED VLAN17_SERVEUR SOm



WLANT1 Settings VLAMN1 Categories VLAN1 Rules VLAN1 Variables VLAN1 Preprocs VLANT IP Rep VLAN1 Logs

Automatic Flowbit Resolution

Resolve Flowbits If checked, Snort will auto-enable rules required for checked flowbits. Default is Checked.

Snort will examine the enabled rules in your chosen rule categories for checked flowbits. Any rules that set these dependent flowbits will be
automatically enabled and added to the list of files in the interface rules directory.

Snort Subscriber IPS Policy Selection

Use IP'S Policy () If checked, Snort will use rules from cne of three pre-defined IPS policies in the Snert Subscriber rules. Default is Not Checked.

Selecting this option disables manual selection of Snort Subscriber categories in the list below, although Emerging Threats categories may =
selected if enabled on the Global Settings tab. These will be added to the pre-defined Snort IPS policy rules from the Snort VRT.

Select the rulesets (Categories) Snort will load at startup

[- B Category is auto-enabled by SID Mgmt conf files
Q- Category is auto-disabled by 51D Mgmt conf files

Enable Ruleset: Snort GPLvZ Community Rules

Snort GPLv2 Community Rules (Talos certified)

Enable Ruleset: ET Open Rules Enable Ruleset: Snort Text Rules Enable Ruleset: Snort SO Rules Snort OPENAPPID rules are not

emerging-activex.rules O snort_app-detect.rules ] snort_browser-chrome.so.rules
emerging-attack_response.rules (] snort_attack-responses.rules (] snort_browser-ie.so.rules
emerging-botcc.portgrouped.rules ) snort_backdoor.rules ] snort_browser-other.so.rules
emerging-botcc.rules O snort_bad-traffic.rules O snort_browser-webkit.so.rules
emerging-chat.rules O snort_blacklist.rules O snort_exploit-kit.so.rules
emerging-ciarmy.rules O snort_botnet-cnc.rules O snort_file-executable.so.rules
emerging-compromised.rules O snort_browser-chrome.rules O snort_file-flash.so.rules

La surveillance du VLAN 17 est assurée par l'application des signatures 'Basic' et 'Open
Rules' Les incidents de sécurité (avertissements et alertes critiques) font l'objet d'une
journalisation automatique via le systeme de logs de PfSense

Most Recent 250 Entries from Active Log

Date Action Pri Proto Class Source P _  SPort Destination IP DPort GID:SID Description

2025-11-27 3 uDpP Misc activity 192.168.17.1 60893 10.0.2.100 47745 1:2033078 ET INFO Session Traversal Utilities for NAT (STUN
11:20:48 Q Q [ % Binding Request On Non-Standard High Port)
202511-27 3 UDpP Misc activity 192.168.17.1 60893 10.0.2.100 47745 1:2033078 ET INFO Session Traversal Utilities for NAT (STUN
11:20:48 Q Q @ x Binding Reguest On Non-Standard High Port)
202511-27 3 uop Misc activity 192.168.17.1 60893 10.0.2.100 47745 1:2033078 ET INFO Session Traversal Utilities for NAT (STUN
11:20:48 Q Q E x Binding Request On Non-Standard High Port)
202511-27 3 UDP Misc activity 192.168.17.1 60893 10.0.2.100 47745 1:2033078 ET INFO Session Traversal Utilities for NAT (STUN
11:20:48 Q Q [ % Binding Request On Non-Standard High Port)



3.4.2. Regles Interface VLAN-27 :

Gateway Queue Schedule Description

o

4

4

States

0/0B

0/0B

0/0B

a/0B

0/0B

0/0B

0/0B

a/0B

0/0B

0/0B

0/0B

0/4.08

MiB

14/7.53

GiB

Protocol

IPv4 TCP

IPv4 TCP

IPv4 TCP

IPvd *

IPyvd

TCP/UDP

P

IPv4 TCP

IPvd

TCP/UDP

IPv4 TCP

IPvd

TCP/UDF

IPvd
TCP/UDP

IPvd *

IPy4*

Source

VLAN_27_
STAFF subnets

VLAN_27_
STAFF subnets

VLAN_27_
STAFF subnets

VLAN_27_
STAFF subnets

VLAN_27_
STAFF subnets

VLAN_27_
STAFF subnets

VLAN_27_
STAFF subnets

VLAN_27_
STAFF subnets

VLAN_27_
STAFF subnets

VLAN_27_
STAFF subnets

VLAN_27_
STAFF subnets

VLAN_27_
STAFF subnets

*

Port Destination

L 192.168.17.3

* 192.168.17.5

L 192.168.17.5

* 192.168.17.253

A 192.168.17.4

Port

80 (HTTP)

3z8

9025

&

80 (HTTF)

X VLAN_37_INVITE *

subnets

L 10422

Metgear_
HTTPS_HTTP

*  This Firewall (self) 22 (SSH)

*  ThisFirewall (self) 80 (HTTP)

*  This Firewall (self) 443 (HTTPS)

3 Server_Active_

Directory

* Server_Active_
Directory

* *

3389 (M3
RDF)

&

3.4.3. REGLES INTERFACE VLAN-37:

Floating

Rules (Drag to Change Order)

Port Destination

3

States

O « 0/0B

O

(v

0/0B

0/0B

o/0B

0/0B

o/oB

0/0B

0/0B

0/0B

/0B

WAN

LAN

DMZ VLAN_37_INVITE

Protocol Source
IPvd VLAN_37_ &
TCP INVITE subnets
IPv4 VLAN_37_ *
upp INVITE subnets
IPv4 VLAN_37_ &
TCcP INVITE subnets
IPv4 VLAN_37_ *
TCP INVITE subnets
IPv4 VLAN_37_ £
TCP INVITE subnets
IPvd VLAN_37_ *
TCcP INVITE subnets
IPvd * VLAN_37_ &
INVITE subnets
IPvd * VLAN_37_ *
INVITE subnets
IPv4 VLAN_37_ &
upP INVITE subnets
IPvdx % *

192.168.17.7

This Firewall (self)

This Firewall (self)

This Firewall (self)

This Firewall (self)

10422

VLAN_27_STAFF

subnets

VLAN17_SERVEUR
subnets

*

VLAN17_SERVEUR

*

VLAN_27_STAFF

none

none

none

none

none

none

none

none

none

none

none

none

none

ALLOW_WEB_GLPI

ALLOW_ARTICA_PROXY

ALLOW_ARTICA_ERROR_PAGE

BLOCK_COMNNECTION_PROXMOX

BLOCK_COMNECTION_ZABBIX

BLOCK_COMNECTION_VLAN37_INVITE

BLOCK_NETGEAR_WEB

BLOCK_PFSEMSE_S5H

BLOCK_PFSEMSE_WEB_HTTP

BLOCK_PFSENSE_WEB_HTTPS

BLOCK_COMNECTION_RDP_AD1-ADZ2

ALLOW_AD1_ADZ

OpenVPN

Port Gateway Queue Schedule Description

UniFi_Portail_ © none ALLOW_PORTAILS_CAPTIF_UNIFI
Captif

67 * none ALLOW_DHCP_REQUEST

22 (SSH) i none BLOCK_PFSENSE_SSH

80 (HTTP) * none BLOCK_PFSENSE_WEB_HTTP

443 (HTTPS)  *

Netgear_ *
HTTPS_HTTP

* *
* *
53 (DNS) *
* *

none

none

none

none

none

none

BLOCK_PFSENSE_WEB_HTTPS

BLOCK_CONNECTION_NETGEAR

BLOCK_CONNECTION_VLAN27_STAFF

BLOCK_CONNECTION_VLAN17_SERVEUR

ALLOW_DNS_OVER_INTERNET



3.5. DEPLOIEMENT D'UN VPN SECURISE (OPENVPN)

Afin d'assurer la continuité d'activité en situation de télétravail, une solution de VPN
Client-to-Site a été déployée sur le pare-feu PfSense. Ce tunnel permet aux
collaborateurs d'accéder aux ressources du réseau local depuis un réseau externe de
maniere transparente et sécurisée. L'architecture repose sur le protocole OpenVPN,
garantissant la confidentialité et l'intégrité des échanges grace a un chiffrement
SSL/TLS. La mise en ceuvre s'appuie sur une Infrastructure a Clés Publiques compléete
comprenant :

e Lacréation d'une Autorité de Certification (CA).
o Lagénération de certificats serveur et utilisateurs.

e Laconfiguration des parametres de tunnel et de chiffrement.

3.6 Sécurisation de l'Authentification (LDAPS)

Afin de simplifier la gestion des comptes et de garantir une sécurité optimale,
l'authentification des utilisateurs VPN n'est pas gérée localement sur le pare-feu, mais
est déléguée a l'annuaire Active Directory de l'entreprise.

Cependant, le protocole LDAP standard transmettant les informations en clair, nous
avons configuré une liaison sécurisée LDAPS (LDAP over SSL) entre le pare-feu PfSense
et le Controleur de Domaine.

3.6.1 : Chaine de confiance (Certificats) :

Pour que le chiffrement puisse s'établir, le pare-feu doit faire confiance au serveur Active
Directory. Nous avons exporté le certificat de l'Autorité de Certification (CA) Racine
depuis le serveur Windows, puis nous l'avons importé dans le gestionnaire de certificats
de PfSense.

Certificate Authorities

Name Internal Issuer Certificates Distinguished Name In Use Acti
N
CA-pfsense v self- 2 ST=PACA, 0U=54P2, 0=SI0, L=Marseille, CN=internal-ca, C=FR @) OpenVPN Server 4/
signed

Valid From: Tue, 21 Oct 2025 10:17:51 +0200
Valid Until: Fri, 19 Oct 2035 10:17:51 +0200

CA_RACINE_AD_DOMAINES4P2 X self- 0 DC=DOMAINES4P2, DC=local, CN=DOMAINES4P2-SRVS4P2- LDAP Server &
signed apiexca @

Valid From: Thu, 02 Oct 2025 20:37:02 +0200
Valid Until: Wed, 02 Oct 2030 20:47:02 +0200




- Configuration et test liaison LDAPS :

Server Settings

Descriptive name

Type

| SRV-AD1 |

LDAP v

LDAP Server Settings

Hostname or IP address

Port value

Transport

Peer Certificate Authority

Protocol version

Server Timeout

Search scope

Authentication containers

Extended query

Bind anonymous

Bind credentials

User naming attribute

Group naming attribute

Group member attribute

RFC 2307 Groups

srvsd4p2-adlex.domaines4p2.local

NOTE: When using SSL/TLS or STARTTLS, this hostname MUST match a Subject Alternative Name (SAN) or the Common Narmr
server SSL/TLS Certificate

636
SSL/TLS Encrypted v
CA_RACINE_AD_DOMAINES4P2 v

This CA is used to validate the LDAP server certificate when 'SSL/TLS Encrypted' or 'STARTTLS Encrypted' Transport is active.”
CA used by the LDAP server.

25

Timeout for LDAP operations (seconds)

Level
Entire Subtree v

Base DN
DC=domaines4p2,DC=local

OU=Employe,DC=DOMAINES4P2,DC=local

Q Select a container

Note: Semi-Colon separated. This will be prepended to the search base
dn above or the full container path can be specified containing a dc=
component.

Example: CN=Users;DC=example,DC=com or OU=Staff,0U=Freelancers

() Enable extended query

[J Use anonymous binds to resolve distinguished names

Administrateur@domaines4p2.local

samAccountName

memberOf

() LDAP Server uses RFC 2307 style group membership

RFC 2307 style group membership has members listed on the group object rather than using groups listed on user object. Lea'
Nirartany etula nrnin mamhbarchin (REC 220 7hic)



User user2 authenticated successfully. This user is a member of groups:

Authentication Test

Authentication Server SRV-AD1 v

Select the authentication server to test against.

Username user?

Password

Debug [] Setdebug flag

Sets the debug flag when performing authentication, which may trigger additiona

Génération des certificats utilisateurs et Double Authentification

Afin de garantir un niveau de sécurité optimal, le mode "SSL/TLS + User Auth" a été
retenu. Cette configuration impose la génération d'un certificat client unique pour
chaque utilisateur de l'Active Directory. Bien que cette étape soit manuelle, elle est
essentielle pour assurer une authentification a double facteur (2FA) : l'acces au VPN
requiert non seulement la validation des identifiants AD (ce que l'utilisateur sait), mais
aussi la possession du certificat numérique (ce que l'utilisateur possede), neutralisant
ainsi les risques liés au vol de mot de passe.



- Certificat Utilisateur (ex User2):
Method Create an internal Certificate v
Descriptive name Certif_User2

The name of this entry as displayed in the GUI for reference.
This name can contain spaces but it cannot contain any of the following characters: ?,

Internal Certificate

Certificate authority CA-pfsense v
Key type RSA h
2048 v

The length to use when generating a new RSA key, in bits.
The Key Length should not be lower than 2048 or some platforms may consider the ce

Digest Algorithm sha256 v

The digest method used when the certificate is signed.
The best practice is to use SHA256 or higher. Some services and platforms, such as th
algorithms invalid.

Lifetime (days) 3650

The length of time the signed certificate will be valid, in days.
Server certificates should not have a lifetime over 398 days or some platforms may cot

Common Name user2

The following certificate subject components are optional and may be left blank.

Country Code FR v

State or Province PACA

Nous avons ensuite créé et configuré le serveur VPN avec son certificat.

OpenVPN Server CA-pfsense  ST=PACA, 0U=S4P2, 0=SI0, L=Marseille, CN=192.168.100.17, C=FR o OpenVPN Server
Server Certificate
CA: No Valid From: Thu, 30 Oct 2025 13:15:59 +0100
) Valid Until: Sun, 28 Oct 2035 13:15:59 +0100
Server: Yes

VPN / OpenVPN / Servers

Servers Clients Client Specific Overrides Wizards Client Export

OpenVPN Servers

Interface Protocol / Port Tunnel Network Mode / Crypto Description
WAN UDP4 / 20031 172.1.1.0/24 Mode: Remote Access ( SSL/TLS + User Auth ) VPN-84P2
(TUN) Data Ciphers: AES-256-GCM, AES-128-GCM, CHACHAZ20-POLY 1305, AES-256-CBC

Digest: SHA256
D-H Params: 2048 bits



General Information

Description VPN-S4P2

A description of this VPN for administrative reference.

Disabled [ Disable this server

Set this option 1o disable this server without removing it from the list.
Unique VPN ID Server 1 (ovpns1)

Mode Configuration

Server mode Remote Access ( SSL/TLS + User Auth ) v

Backend for SRV-AD1 a
authentication Local Database

v

Device mode tun - Layer 3 Tunnel Mode e

"tun" mode carries IPv4 and IPv6 (OSI layer 3) and is the most common and compatible
"tap” mode is capable of carrying 802.3 (OSI Layer 2.)

Endpoint Configuration

Protocol UDP on IPv4 only

Interface WAN

A

The interface or Virtual IP address where OpenVPN will receive client connections.

Local port 20031

The port used by OpenVPN to receive client connections.




Tunnel Settings

IPv4 Tunnel Network 172.1.1.0/24

This is the IPv4 virtual network or network type alias with a single entry used f
expressed using CIDR notation (e.g. 10.0.8.0/24). The first usable address in t
usable addresses will be assigned to connecting clients.

A tunnel network of /30 or smaller puts OpenVPN into a special peer-to-peer n
with several options, including Exit Notify, and Inactive.

IPv6 Tunnel Network

This is the IPv6 virtual network or network type alias with a single entry used f
expressed using CIDR notation (e.g. fe80::/64). The ::1 address in the network
will be assigned to connecting clients.

Redirect IPv4 Gateway Force all client-generated IPv4 traffic through the tunnel.

Redirect IPv6 Gateway (J Force all client-generated IPv6 traffic through the tunnel.

Advanced Client Settings

DNS Default Domain Provide a default domain name to clients

DNS Default Domain domaines4p2.local

DNS Server enable Provide a DNS server list to clients. Addresses may be IPv4 or IPv6.

DNS Server 1 192.168.17.1

DNS Server 2 8.8.8.8

Afin de rendre le service VPN accessible depuis l'extérieur, une regle de traduction
d'adresse (NAT/PAT) a été configurée sur le routeur de bordure (Gateway du centre IFC
Marseille). Cette regle redirige systématiquement tout le trafic entrant sur l'adresse IP
publique via le port 20031 vers l'interface WAN du pare-feu PfSense, qui héberge le
serveur OpenVPN.



3.6.2 Déploiement de la Configuration VPN - Client VPN :

Pour le compte user2, nous allons télécharger la configuration « inline » tout-en-un.
Comme le client OpenVPN sera déployé automatiquement par GPO, aucune
installation manuelle n'est requise, l'utilisateur devra simplement importer ce fichier de
configuration pour se connecter.

Certificate with External Auth Certif_User2 - Inline Configuratigns:
o
o alacl o :t’

tions:

- Current Windows Installer

Enter credentials

Profile:
04.187145.238 [pfSense-54P2-UDP4-20031-
user2-config]

Username *

user2

Password




Securely Connected!
00:00:10

94.187.145.238 [pfSense-S...
94187.145.238

Disconnect

& Hide Details

You:

Private IP (IPv4)

Server:
Server Public IP

Port / Protocol

TEST PARAMETTRES DHCP, DNS :

17211.2

94187.145.238
20031/ UDPv4

Carte inconnue Connexion au reseau local 2 :

Suffixe DNS propre a la connexion.
Description.

Adresse physique .

DHCP activeé. 10600060000
Configuration automatique activee.
Adresse IPv6 de liaison locale.
Adresse IPvl.

Masque de sous-réseau.
Passerelle par défaut.

IAID DHCPvE . 5 o oo

DUID de client DHCPv6.

Serveurs DNS.

NetBIOS sur Tcpi

: TAP-Windows Adapter V9 for OpenVPN Connect
: B0-FF-AE-F7-CU-B8
: Non
1 Oui
.2 feB80::aa2b:f982:6a6:f9de%23(préféreé)
.1 172.1.1.2(préféré)
1 255.255.255.8

: 1543569326
: 0B-01-88-01-2E-A8-31-U2-E8-9C-25-91-37-A9
: 192.168.17.1
8.8.8.8
: Activé




TEST ACCES SERVICES ET RESSOURCES :

rvsdp2-ad1ex.domainesdp2.local

4 Outlook

Domaine\nom d'utilisateur :

Mot de passe :

(3 se connecter

] & Non sécurisé

GLPI

Connexion a votre compte

Identifiant

Mot de passe

Source de connexion

SRV-AD1 v

Se souvenir de moi

Se connecter



6. CONCLUSION

Ce cursus de deux ans en BTS SIO (option SISR) au sein de U'IFC Marseille m'a permis de
consolider mes acquis techniques et de développer une expertise concrete en
administration réseaux et cybersécurité.

Le projet réalisé pour l'entreprise Digitex illustre cette montée en compétences.
L'organisation dispose désormais d'une infrastructure robuste, sécurisée et évolutive,
répondant aux standards actuels du marché. Au-dela de la simple mise en réseau,
l'accent a été mis sur la disponibilité des services, le cloisonnement des flux (VLANS,
Pare-feu) et la sécurisation des acces VPN, garantissant ainsi un outil de travail
performant pour les utilisateurs.

Cette expérience de déploiement global confirme ma capacité a analyser les besoins
d'une entreprise et ay répondre par des solutions techniques adaptées. Je suis
désormais opérationnel pour transposer ces compétences dans un environnement
professionnel réel.



BTS SERVICES INFORMATIQUES AUX ORGANISATIONS SESSION 2026
ANNEXE 10-A : Outil d'aide a I'appréciation de I'environnement technologique mobilisé par la personne candidate
Epreuve E6 - Administration des systémes et des réseaux (option SISR)

CONTROLE DE L'ENVIRONNEMENT TECHNOLOGIQUE
En référence a I'annexe II.E « Environnement technologique pour la certification » du référentiel du BTS SIO

. IFC, CENTRE DE FORMATION
Identification 513 AVENUE DU PRADO 13008 MARSEILLE SISR

1. Environnement commun aux deux options

1.1 L'environnement technologique supportant le systéme d'information de I'organisation cliente comporte au moins :

Description de l'implantation dans le centre d’examen Remarques de la commission

Eléments (nom du service ou de I'outil et caractéristiques techniques) d’interrogation

Service d'authentification Active Directory (AD), Portail Captif Wifi
Un service d'authentification

MYSQL, MariaDB
Un SGBD

. . Filtrage WEB Artica Proxy, Filtrage communications PFSENSE Firewall
Un accés sécurisé & internet

. . ) Dossiers partagés serveur Windows AD mappés par GPO
Un environnement de travail collaboratif

Deux serveurs, éventuellement Un serveur ZABBIX basé sur DEBIAN 13 (LINUX), Active Directory sur
virtualisés, basés sur des systémes Windows Serveur 2025

d'exploitation différents, dont I'un est un
logiciel libre {open source)

'Mom et adresse du centre d'examen ou identification de la personne candidate individuelle (numéro, nom, prénom)

7. ENVIRONEMENT TECHNOLOGIQUE.



ANNEXE 10-A (suite) : Modéle d’attestation de respect de I'annexe II.E — « Environnement technologique pour la certification » du référentiel

Epreuve E6 - Administration des systémes et des réseaux (option SISR)

Eléments

Description de 'implantation dans le centre d'examen
(nom du service ou de I'outil et caractéristiques techniques)

Remarques de la commission
d’interrogation

Une solution de sauvegarde

Sauvegardes planifiées des données des serveurs virtualisés (avec
PROXMOX VE) sur un serveur PROXMOX PACKUP SERVER

Des ressources dont 'acces est sécurisé
et soumis a habilitation

Dossiers partagées avec gestion des droits d'accés avec Active
Directory, Serveur Synology NAS distant avec session attitrées et
pariage de dossiers dont les droits d'accés sont gérés par un
administrateur

Deux types de terminaux dont un mobile
(type smartphone ou encore tablette)

Test acceés Wi-Fi au réseau depuis un smartphone, Ordinateur
portable client, Ordinateur administrateur.

1.2 Des outils sont mobilisés pour la gestion de la sécurité :

Eléments

Description de I'implantation dans le centre d’examen
(nom du service ou de I'outil et caracteristiques techniques)

Remarques de la commission
d’interrogation

Gestion des incidents

Serveur GLPI et espaces utilisateur GLPI

Détection et prévention des intrusions

SNORT sur le Firewall PFSENSE

VPN OpenVPN chiffrement SHA-256, connexion SSL-TLS au

Chiffrement PESENSE
Serveur Proxy ARTICA, Serveur de Supervision ZABBIX, journaux
Analyse de trafic évenements Windows Serveur, LOGS Filtrage Firewall PFSENSE

Rappel : les logiciels de simulation ou d'émulation sont utilisés en réponse a des besoins de I'organisation. lls ne peuvent se
substituer complétement & des équipements réels dans I'environnement technologique d'apprentissage.




ANNEXE 10-A (suite) : Modéle d’attestation de respect de I'annexe II.E « Environnement technologique pour la certification » du référentiel

Epreuve E6 - Administration des systémes et des réseaux (option SISR)

2. Eléments spécifiques a Poption « Solutions d'infrastructure, systémes et réseaux » (SISR)

Rappel de I'annexe II.E du référentiel : « Une solution dinfrastructure réduite a une simulation par un logiciel ne peut étre acceptée. »

2.1 L'environnement technol ogique supportant le systéme d‘information de I'organisation cliente comporte au moins :

Eléments

Description de I'implantation dans le centre d’examen
(nom du service ou de I'outil et caractéristiques techniques)

Remarques de la commission
d'interrogation

Un réseau comportant plusieurs
perimefres de securite

DMZ pour les serveurs accessibles de I'extérieur, Firewall avec filtrage
communications, VLAN Serveur isolé, accés Wi-Fi invité sécuriser via un
portail captif, détection d'intrusion PFSENSE, authentifications sessions
et services, filtrage WEB avec le proxy ARTICA.

Un service rendu a l'utilisateur final
respectant un contrat de service
comportant des contraintes en termes de
securité et de haute disponibilite

Serveur de messagerie interne MICROSOFT Exchange

Un logiciel d'analyse de trames

Wireshark

Un logiciel de gestion des configurations

Zabbix agent server

Une solution permettant l'administration
a distance sécurisée de serveurs et de
solutions techniques d'accés

Accés RDP, accés SSH, accés VPN

Une solution pemmettant la supervision
de la qualite, de |a securité et de la
disponibilité des équipements
d'interconnexion, serveurs, systémes et
services avec remontées d'alertes

Zabbix Monitoring, PROXMOX (analyse et surveillance de métriques
des VM), gestionnaire de serveur AD

Une solution garantissant des accés
sécurisés & un service, internes au
périmétre de sécurité de 'organisation
(type intranet) ou externes (type internet
ou extranet)

Filtrage WEB http/https et inspection SSL avec ARTICA PROXY, filtrage
accés interne et externes aux ressources du réseau local avec PFSENSE
Firewall




Description de I'implantation dans le centre d’examen Remarques de la commission

Eléments (nom du service ou de 'outil et caractéristiques techniques) d’interrogation

Réplique du contréleur de domaine (services, objets AD, base de
données et annuaires machines et utilisateurs), Balancing Zevnet entre
deux serveurs WEB (1 et 2) répliqués, Sauvegardes VM PROXMOX et
restauration de snapshot, sauvegarde des configurations des
Equipements réseaux

Une solution garantissant la continuité
d'un service

Une solution garantissant la tolérance de [Réplique du contréleur de domaine (services, objets AD, base de
panne de systémes serveurs ou données et annuaires machines et utilisateurs), Balancing Zevnet entre
d'éléments d'interconnexion deux serveurs WEB (1 et 2) répliqués, Sauvegardes VIM PROXMOX et
restauration de snapshot, sauvegarde des configurations des
lBquipements réseaux

Une solution permettant la répartition de  |Balancing Zevnet entre deux serveurs WEB (1 et 2) répligués
charges entre services, serveurs ou
éléments d'interconnexion

2.2 La structure et les activités de I'organisation s'appuient sur au moins une solution d'infrastructure opérationnelle parmi les suivantes :

Eléments Description de I'implantation dans le centre d'examen Remarques de la commission
(nom du service ou de I'outil et caractéristiques techniques) d'interrogation
Ure solution permettant la connexion [Tunnel chiffré VPN avec logiciel et configurations coté client

securisée entre deux sites distants

Une solution permettant le déploiement  [WDS, Active Directory avec les GPO déploiements de logiciels,
des solutions techniques d'accés d'extensions WEB, de configurations, Scripts d'installations serveurs
GLPI et ZABBIX (sur distributions linux)

Une solution gérée a l'aide de Scripts PowerShell création utilisateurs et droits d'accés, Scripts
procédures automatisées écrites avec un |d'installations serveurs GLPI et ZABBIX (sur distributions linux)
langage de scripting

Une solution permettant la détection SNORT sur PFSENSE Firewall
d'intrusions ou de comportements
anormaux sur le réseau
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